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1 Introdu
tionVersion 2.3 of the Mid
ourse Spa
e Experiment (MSX) Point Sour
e Catalog (PSC) has several improve-ments over the initial published 
atalog, MSX PSC Version 1.2 (hereafter V1.2; Egan et al. 1999). The datapro
essing uses the improved an
illary data pro
essing produ
ts developed by the Air For
e Resear
h Labo-ratory (AFRL) Celestial Ba
kgrounds Team to 
reate the MSX Image Produ
ts. The 
atalog now 
ontainssour
es extra
ted from nearly all the �elds observed by the MSX astronomy experiments, not just the longs
an survey observations. Additionally, most of the photometry has been derived from the 
o-added imagedata rather than the single s
an data.The improved an
illary produ
ts in
lude: dark o�set matri
es that were updated from the default valuesused to prepare the �rst 
atalog, pointing improvements using infrared observations to update the quaternionsthat de�ne the pointing history, and the removal or mitigation of various artifa
ts in the data due to verybright or saturated sour
es. These improvements and 
omplete ba
kground information on the MSX Satelliteand SPIRIT III teles
ope are des
ribed by Pri
e et al. (2001).We brie
y des
ribe the infrared teles
ope system and the MSX astronomy experiments in the next twose
tions. This is followed by a detailed dis
ussion of the 
alibration and data pro
essing. Finally, wedes
ribe the 
atalog 
ontents and present analyses of the reliability of the quoted 
uxes and positions, andthe 
ompleteness and reliability of the 
atalog as a whole. We detail the 
hanges in
orporated sin
e theV1.2 Explanatory Guide and provide only a brief des
ription of the aspe
ts of the instrument and pro
essingthat have remained the same. The reader is referred to Egan et al. (1999) for a more detailed des
riptionof those topi
s.1.1 The MSX SPIRIT III InstrumentThe SPatial InfraRed Imaging Teles
ope (SPIRIT III) on MSX was a 35 
m 
lear aperture o�-axis teles
opewith �ve line-s
anned infrared fo
al-plane arrays. A Lyot stop at the �rst fo
us redu
ed the o�-axis orsidelobe response of the teles
ope but it also de
reases the e�e
tive aperture of the radiometer to �33 
mand the 
olle
ting area to about 890 
m2. A solid H2 
ryostat 
ooled the entire teles
ope assembly. Ea
hSi:As BiB array had eight 
olumns with 192 rows of 18:003 square pixels. The se
ond half the 
olumns in ea
harray were o�set from the others by half a row. This provided 
riti
al or Nyquist sampling of the opti
altransfer fun
tion in the 
ross-s
an dire
tion under the program 
riterion that the opti
s be di�ra
tion limitedat 12 �m. The sensor system parameters are presented in Table 1. The Kuru
z model for � Lyr adopted byCohen et al. (1992a) is the sour
e fun
tion used in 
al
ulating the zero magnitude 
ux.Only half the 
olumns were a
tive, as indi
ated in the table, in order to redu
e telemetry demand.However, at least one 
olumn was a
tive on either side of the half row o�set. Band B was divided in half in
ross-s
an by two di�erent �lters 
entered on the 4.3 �m atmospheri
 CO2 band. This blo
ked about 10%of the pixels under the �lter mask, thus redu
ing the number of a
tive rows to 76 in ea
h �lter; otherwiseless than 3% of the fo
al-plane dete
tors were non-responsive or reje
ted for various reasons. The detailedrelative spe
tral response (RSR) for ea
h band is available from Egan et al. (1999).The SPIRIT III instrument was extensively 
alibrated both on the ground and in orbit. The ground
alibration measured the entire throughput of the instrument by means of a spe
ially 
onstru
ted 
ryogeni-
ally 
ooled va
uum 
hamber to whi
h the teles
ope was atta
hed. The 
hamber used a variety of standardsour
es, all of whi
h were tra
eable to National Institute for Standards and Te
hnology (NIST) referen
es.The ground 
alibration quanti�ed the response as a fun
tion of the dynami
 operating 
onditions of theinstrument. For example, the fo
al plane warmed up during the mission when the instrument viewed theEarth and as the hydrogen in the 
ryostat evaporated. The result was a responsivity that was dependent1



on fo
al-plane temperature, and an in
reasing dark 
urrent and dark 
urrent noise with time. The ground
alibration determined the relative variation with temperature of all signi�
ant parameters, su
h as response,linearity, dark 
urrent, and 
at �elding. The results of extensive on-orbit 
alibration experiments were usedto adjust the initial response parameters and to redu
e the photometri
 un
ertainties. The on-orbit refer-en
es in
luded stellar standards as well as �ve referen
e spheres released at various times during the mission.The un
ertainties quoted in Table 1 are of the absolute values of the photometry. The pre
ision, whi
h isthe usual measure of astronomi
al observations, is 2{5% in all spe
tral bands. The sensitivity ranges for theentries in Table 1 are estimates from the beginning and end of the mission.1.2 The MSX Celestial Ba
kground ObservationsMSX 
ondu
ted seven astronomy experiments with the SPIRIT III radiometer. Ea
h experiment 
onsistedof a number of observations, labeled as Data Colle
tion Events (DCEs), that had a duration from 20 to40 minutes. The Celestial Ba
kground (CB) experiments were designated CB01 through CB09 in order ofprogram importan
e; the obje
tives of the CB07 Zodia
al Ba
kground experiment were subsumed by otherexperiments and CB08 
onsisted of only two observations with the interferometer. Figure 1 shows the areas
overed by the various MSX experiments on an Aito� equal-area plot in Gala
ti
 
oordinates. The 10Æ widehorizontal yellow band a
ross the 
enter of the plot is the MSX survey of the Gala
ti
 plane. The nearly
ir
ular, o�-
enter strips (in red) highlight the 4% of the sky that the Infrared Astronomy Satellite (IRAS)did not survey. The pat
hes at various pla
es in the sky are isolated regions observed by MSX 
ontainingobje
ts su
h as galaxies, star-forming regions, and solar system obje
ts.1.2.1 The Gala
ti
 Plane SurveyThe point response of the MSX dete
tors is �35 times smaller than that of the IRAS mid-infrared dete
tors.Also, the inherent sensitivity in Band A is �4 times better than the IRAS 12 �m dete
tors. These perfor-man
e fa
tors 
ombined to enable MSX to probe far deeper into the Gala
ti
 plane than IRAS. To this end,MSX surveyed the Gala
ti
 plane on two experiments. The CB02 survey 
overed the area within jbj.5Æ withs
ans along 
onstant Gala
ti
 latitude that were 182Æ long. The initial s
an rate of 0:Æ125= se
 was redu
edto 0:Æ1= se
 during the last two months of the mission to partially 
ompensate for higher dark 
urrent noise.Adja
ent s
ans in a single survey were o�set by �0:Æ45 to produ
e single 
overage in ea
h of the B bandsTable 1: SPIRIT III Spe
tral BandsBand No Isophotal 50% Isophotal Zero Abs. Survey E�e
tive FOVa
tive �(�m) peak BW (�m) mag Photom. Sens. 
EFOV
ols. intensity 
ux (Jy) A

ura
y (Jy) (�10�9 sr)A 8 8.28 6.8{10.8 3.36 58.49 4.1% 0.1{0.2 10.6B1 2 4.29 4.22{4.36 0.104 194.6 8.5% 10-30 14.0B2 2 4.35 4.24{4.45 0.179 188.8 8.9% 6{18 14.0C 4 12.13 11.1{13.2 1.72 26.51 5.0% 1.1{3.1 11.7D 4 14.65 13.5{15.9 2.23 18.29 6.1% 0.9{2 11.3E 2 21.34 18.2{25.1 6.24 8.80 6.0% 2{6 12.61 Jy = 10�26 W m�2 Hz�1 2



 

Figure 1: The areas surveyed by the MSX Celestial Ba
kground experiments. The map is an Aito� equal-area proje
tion in Gala
ti
 
oordinates. The Gala
ti
 plane survey is shown in yellow, the Areas missed byIRAS in red, the �ve near Sun zodia
al s
ans in green, and the various raster s
an observations of targetedareas in blue. Asterisks highlight those raster s
ans that did not 
over a large enough area to show up onthe plot.and redundant 
overage in the other bands. A se
ond survey, with s
ans o�set by 0:Æ2 from the �rst, 
overedthe Gala
ti
 plane to �3Æ latitude and the area in the inner Galaxy between 300Æ and 120Æ longitude out tob�4:Æ5. The 23 CB03 1Æ�3Æ raster s
an observations at sele
ted lo
ations in the Gala
ti
 plane provided evendeeper probes of Gala
ti
 stru
ture as well as validation of the reliability and 
ompleteness of the Gala
ti
plane survey.1.2.2 Areas Missed by IRASApproximately 4% of the sky is missing from the IRAS 
atalogs be
ause these areas were either never surveyedor they were surveyed only on
e before the IRAS mission ended. The \missing" areas are lo
ated betweene
lipti
 longitudes of 157:Æ5{165Æ (referred to as Gap 1) and 338Æ{344:Æ7 (Gap 2). The CB04 experimentsurveyed the two IRAS gaps in order to 
omplete the 
ensus of mid-infrared sky. Short (122Æ or 130Æ) andlong (157Æ or 161Æ) s
ans were interleaved, using 
one and 
lo
k angle geometry to reprodu
e IRAS-like
overage patterns. The s
an pattern resulted in a minimum of three redundant surveys over ea
h area.Nominally, the s
ans were along (nearly) 
onstant e
lipti
 longitude (epo
h 1983) at a rate of 0:Æ125/se
; thes
an rate was slowed to 0:Æ0625/se
 late in the mission to re
over some of the sensitivity lost by the warmingof the fo
al plane.Analogously, �ve CB01 e
lipti
 pole-to-pole s
ans (in green on Figure 1) measured the zodia
al foreground
lose to the Sun, well inside the solar keep-out zones of IRAS and the Cosmi
 Ba
kground Experiment(COBE). The s
ans surveyed the area between Sun-
entered longitudes of 330Æ and 335Æ (30Æ to 25Æminimum angle from the Sun). The Earth was used to o

ult the Sun on this experiment. Pri
e et al.(2003) present the zodia
al results from the IRAS gaps and near-Sun s
ans.3



1.2.3 Mini-Catalogs of Sele
ted AreasThe CB05 experiment also exe
uted raster s
ans of varying amplitude and s
an-to-s
an o�sets over a numberof galaxies, star-forming regions, and three \blank" �elds near the Gala
ti
 poles. The CB09 experimentraster-s
anned �elds 
ontaining 
omets or \extin
t" 
omets.Six MSX observations were required to 
over the 10Æ�10Æ �eld 
entered on the Large Magellani
 Cloud(LMC) with four-fold redundan
y. This is the largest of the MSX targeted regions, and the sour
e list fromthe LMC was the �rst 
atalog distributed. Egan, van Dyk, and Pri
e (2001) did a population analysis ofthe brightest mid-infrared sour
es in the LMC by 
ross referen
ing the MSX sour
e list with obje
ts in theTwo Mi
ron All Sky Survey (2MASS). In the MSX PSC V2.3, the LMC data are supplemented by CB01s
ans through the region, and the entire LMC sour
e list appears in the higher latitude (de�ned as jbj>6Æ)sub
atalog �le of the main survey 
atalog rather than as a separate supplemental mini-
atalog.Kraemer et al. (2002) presented the results of the MSX observations for eight large, well resolved galaxies(M31, M33, M83, M101, NGC253, NGC4631, NGC4945, and NGC5055). They used the FIND routine ofDAOPHOT to identify sour
es in the images. These positions were used as priors to extra
t the MSXphotometry (as des
ribed below in Se
tion 2.4.3), and the Band A 
uxes were in
luded for ea
h obje
t. Themini-
atalogs of these regions in the PSC V2.3 provide multi
olor photometry extra
ted from the galaxyimages, as well as from the Small Magellani
 Cloud (SMC), whi
h was not in
luded in the Kraemer et al.study.Kraemer et al. (2003) present images and sour
e lists for the eight H II and star-forming regions (W3,the Rosette, Pleiades, G159.6�18.5 in Perseus, S263, Orion A, Orion B, and G300.2�16.80 in Chamaeleon)and three blank �elds, two at high Gala
ti
 latitude and one near the south Gala
ti
 pole, that were s
annedby MSX. Ex
ept for the Orion region, the sour
e lists for these �elds 
ontain the image-based Band A 
uxesfrom the mini-
atalogs. Kraemer et al. also used FIND to identify fainter sour
es in the images, but donot provide photometry on these. The Kraemer et al. (2003) sour
e lists provided the position priors forthe Orion observations while the W3 and Rosette nebula observations were in
luded in the Gala
ti
 planesub
atalogs dis
ussed in Se
tion 2.4.4.2 Version 2.3 of the MSX Point Sour
e CatalogThe 
urrent version of the MSX Point Sour
e Catalog takes advantage of numerous improvements to thedata pro
essing. These 
hanges are:� Pro
essing the telemetry data through CONVERT 6, the �nal version of the CONVERT routines, withAFRL-spe
i�ed dark o�set matri
es and 
orre
tions to a

ount for data that standard CONVERTreje
ted. The most signi�
ant of the 
orre
tions was to mitigate the e�e
ts of bright sour
es andsaturation. The bad pixel mask for the spe
i�
 gain state and operating mode used for the observationwas used rather than the default that in
luded all \out-of-bounds" dete
tors in every gain state. Thisredu
ed the number of reje
ted dete
tors.� Updated De�nitive Attitude Files that improved s
an-to-s
an registration and redu
ed the formalposition un
ertainty of sour
es in the 
atalog.� Image-based 
ux extra
tion, whi
h produ
ed a higher signal-to-noise ratio (SNR) 
ux measurementand, 
onsequently, de
reased 
ux un
ertainties. This also in
reased 
ompleteness in the MSX spe
tralbands other than Band A. 4



� Improved radiometri
 
alibration.� A 
andidate sour
e sele
tion threshold de�ned based on the absolute median of the ba
kground noise,rather than standard deviation. This yields better 
ompleteness at faint 
ux densities in high ba
k-ground regions of the Gala
ti
 plane.� A sour
e a

eptan
e 
riteria based on SNR versus N measurements out of M observations statisti
s.2.1 Data Pro
essing and CalibrationSPIRIT III had two operating modes and several gain states that produ
ed a dynami
 range of �105. Aninternal s
an mirror 
ould be used to rapidly sweep out a 1Æ�1Æ to 1Æ�3Æ �eld at a high data rate (25Mbps) or the mirror 
ould be �xed to provide longer integration time and a lower (5 Mbps) data rate. Theinstrument also had three gain states for the mirror s
an mode and four gains in the mirror �xed mode.The Celestial Ba
kground experiments used the more sensitive mirror �xed mode and s
anned the sky bymoving the spa
e
raft. Most of the astronomy measurements used the highest gain but lower gains wereused late in the mission when the rising fo
al-plane temperatures in
reased the dark o�set and, 
onsequently,drasti
ally redu
ed the dynami
 range.The Spa
e Dynami
s Laboratory (SDL) of Utah State University (USU), the SPIRIT III manufa
turer,
alibrated the entire operating range of the sensor. SDL also 
reated software routines, 
olle
tively 
alledCONVERT, that 
onverted the telemetry data stream into s
ienti�
 units. The MSX program managementrequired that the data be pro
essed with the standard default version of CONVERT in order to produ
e
erti�ed results. The Prin
ipal Investigator teams 
reated automated pro
essing that further developed theCONVERT Level 2 output into s
ienti�
ally usable produ
ts, su
h as this 
atalog.The Data Certi�
ation and Te
hnology Team (DCATT), with Dr. Thomas Murdo
k as the Prin
ipalInvestigator (PI), was responsible for testing and 
ertifying the CONVERT pro
ess and Dr. Ray Russellprovided dire
t oversight of the SDL e�ort. The ground and on-orbit 
alibration and performan
e 
hara
-terization experiments were planned and analyzed by the SDL Performan
e Assessment Team (PAT), whi
h
onsisted of SDL engineers, Dr. Ray Russell, and Dr. Russell Walker, a MSX Celestial Ba
kgrounds Teammember.2.2 MSX Data Pipeline and CONVERT Pro
essingThe various data levels used by the MSX program are:� Level 0 - the downlinked data stream. The Level 0 data are in the form of analog tapes exa
tly asdownlinked and re
orded at the ground station. Telemetry data from an observation were downlinkedto the Mission Control Center (MCC) at the Applied Physi
s Laboratory (APL) of Johns HopkinsUniversity (JHU) during satellite passes over the ground station in Columbia, Maryland.� Level 1 - time ordered telemetry data and data produ
ts. The Level 0 analog tapes are 
onvertedinto 
omputer 
ompatible formatted Level 1 tapes by the JHU/APL Mission Planning Center (MPC).These tapes were reorganized into 
omputer-
ompatible Level 1A telemetry data that have been time-ordered for ea
h DCE and separated by MSX instruments. The Level 1A data were sent 
on
urrentlyto the SPIRIT III Data Pro
essing Center (DPC) at USU/SDL and to the AFRL Data Analysis Center(DAC).� Level 2 - 
alibrated raw data 5



� Level 3 - redu
ed data suitable for analysis; this 
atalog and the Gala
ti
 plane images are examples� Level 4 - analyzed s
ien
e results2.2.1 Data Pro
essing Center at SDLThe USU/SDL SPIRIT III Data Pro
essing Center (DPC) Pipeline provided the DPC Produ
ts that areneeded to pro
ess Level 1A data through CONVERT into Level 2 data. The DPC Pipeline software strips outhousekeeping information and the 
alibration sequen
es for the DCE; the internal 
alibration sequen
es at thebeginning and end of a DCE 
ontain dark o�set and stimulator measurements. The Pipeline 
ags anomaliessu
h as \glit
hes" and saturated dete
tors and 
al
ulates the �rst four standard statisti
al parameters (mean,standard deviation, skew, and kurtosis) for ea
h dete
tor in �33 se
ond blo
ks, 
alled s
enes. Data takenwhen the sensor was outside of its 
erti�ed \operational envelope" is 
agged in the Radiometer Anomaly�le. The DPC also distributes the Radiometer Instrument Produ
t �les (RIPs) that are the 
alibration
oeÆ
ients ne
essary to 
onvert Level 1A into Level 2 �les. These produ
ts essentially de�ne the 
alibrationof the infrared instrument for ea
h DCE.2.2.2 De�nitive Attitude FilesThe APL Attitude Pro
essing Center (APC) generated the pointing time history in the form of quaternionsfor ea
h DCE and issued the result as a De�nitive Attitude File (DAF). The APC 
ombines attitude historyfrom the spa
e
raft gyros
opes with updates from the star 
amera and SPIRIT III pointing o�set fromthe spa
e
raft opti
al �du
ial referen
e. The SDL software, Pointing CONVERT, 
onverts this informationinto Earth Centered Inertial (ECI) 
oordinates and 
orre
ts the inertial pointing for annual and spa
e
raftaberration.Unfortunately, the APC was unable to a
hieve the mission goal of 1:008 (1/10 dete
tor) pointing a

ura
yfor a variety of reasons, some understood and some not. Large dis
ontinuities 
ould o

ur when the startra
ker lost lo
k, either be
ause of an insuÆ
ient number of stars in the �eld or by being swamped by glintsor o�-axis sunlight. Dis
repan
ies after the sensor reversed dire
tion on the raster s
an measurements werenever adequately explained or a

ounted for in the DAF �les. The AFRL pro
essing team 
orre
ted theDAFs using the pro
edures des
ribed by Pri
e et al. (2001). Brie
y, the brighter Band A sour
es weresele
ted from ea
h DCE with the point sour
e extra
tor (PSX) des
ribed in Se
tion 2.4 and using the initialpositions from the APL DAF. These sour
es were asso
iated with stars in the MSX astrometri
 
atalog(Egan and Pri
e 1996) or with 2MASS obje
ts when too few of astrometri
 sour
es were available (su
h asalong the Gala
ti
 plane). A least squares 
ubi
 spline �t, with a variable knot spa
ing of 7Æ to 10Æ, ofthe di�eren
e between the observed and astrometri
 positions was 
onverted into quaternion updates anda new DAF was generated. The average area density of astrometri
 stars is su
h that there are 1 to 1.5astrometri
 updates per degree of s
an. The solution 
onverged after an iteration or two. This 
orre
tionwas translated into a quaternion update for ea
h DCE. The �nal DAFs for individual s
ans were abouttwi
e as a

urate as the V1.2 pro
essing te
hniques, whi
h sought to 
orre
t the APL DAF with a �fth orderpolynomial boresight 
orre
tion �t.On
e the best solution was obtained for ea
h DCE, a global 
orre
tion was found by requiring minimummean square of the deviations of the multiply observed sour
es on overlapping s
ans from the averagepositions while 
onstraining the solution to the best �t to the astrometri
 positions. This markedly improvedthe s
an-to-s
an registration, whi
h was essential for 
reating good images from overlapping s
ans. Theglobal solution further improved the positions by about 20%, to a level that ex
eeded the program goal.6



2.2.3 The CONVERT Pro
essV2.3 of the MSX PSC was pro
essed with CONVERT 6.0 and the �nal Instrument Produ
t Files. Theonly signi�
ant 
hange between CONVERT Version 5.2, whi
h was used to pro
ess V1.2 of the MSX PSC,and CONVERT 6 is in the pro
essing of the interferometer data; the radian
e responsivity s
ale fa
torsare the same. However, CONVERT 6 has some minor software 
hanges that 
orre
t problems that 
ausedCONVERT 5.2 to reje
t small blo
ks of the radiometer data. For V2.3, the data were pro
essed with some ofthe CONVERT default reje
tion options turned o�, su
h as the saturation 
ag. By default, all values aftersaturation were eliminated be
ause the ground 
alibration was unable to a

urately quantify the subsequentdark-o�set re
overy and the suspe
ted 
hanges in responsivity of the saturated dete
tor. Not only has theCelestial Ba
kground pro
essing team estimated and 
orre
ted for these e�e
ts, but these problems areremoved by the 
as
ade-average �ltering used to 
ondition the data for the PSX pro
essing. The data werealso pro
essed with user-supplied bad-dete
tor masks and dark-o�set matri
es.The Radiometer Standard CONVERT pro
essed the data through Equation (1) to obtain Level 2 data:r
;d;t = B � Gi;aRdTaFaNi;dLi;a(rd;t �Di;d;t)� (1)wherer
;d;t � 
orre
ted response in 
ounts (Level 2 data) for dete
tor (d) at time (t)B[ ℄ � bad dete
tor operationGi;a � normalization of integration mode (i) for array (a)Fa � 
orre
tion of fo
al-plane response over the �eld of regard for array (a)Ni;d � non-uniformity 
orre
tion for integration mode (i) and dete
tor (d)Li;a � non-linearity 
orre
tion for integration mode(i) and array (a) (Larsen and Sargent 1997).rd;t � input data 
ounts (level 1A data)Di;d;t � dark o�set 
ounts for integration mode (i), dete
tor (d) at time (t)Ta � responsivity 
orre
tion as a fun
tion of temperature for array (a) (Sargent 1997)Rd � responsivity trending 
orre
tion for dete
tor (d).The bad dete
tor operation for integration mode i labels a pixel as either bad or anomalous. A bad pixeldesignation eliminates data from that dete
tor for the entire DCE. There were 84 dead pixels in the highestmirror-�xed gain state, 36 of whi
h were under the Band B �lter mask. The anomalous pixel designationreje
ts the data from dete
tor d at spe
i�ed times and time intervals.Garli
k et al. (1996) give expli
it analyti
 expressions for ea
h 
omponent of Equation (1), while the
ited referen
es provide 
onsiderably more detail on that parti
ular 
omponent. With the ex
eption of thenon-linearity determination, all of these 
orre
tions 
an be, and were, determined without referen
e to theabsolute radian
e of the sour
e. Standard CONVERT applies the 
omponents of Equation (1) to 
orre
t themeasured response of a given dete
tor to the same linear response for the array during the lifetime of themission. Pointing CONVERT applies the fo
al-plane distortion map to lo
ate the dete
tors in fo
al-plane
oordinates. 7



The radian
e responsivity for ea
h band was 
alibrated in the ground 
hamber against 
at plates withknown emissivity and a

urately measured temperatures that �lled the entran
e aperture of the teles
ope.The dete
tor radian
e responsivity in units of 
ounts/(W 
m�2 sr�1 dete
tor�1) is derived from the expres-sion: RL;a = 1Ld;t r
;d;t (2)where RL;a � peak radian
e responsivity in 
ounts/(W 
m�2 sr�1) for array (a)Ld;t � 
alibrated sour
e radian
e in W 
m�2 sr�1 for dete
tor (d) at time (t)r
;d;t � 
orre
t response in 
ounts (Level 2 data) for dete
tor (d) at time (t).The initial irradian
e responsivity for ea
h band is derived from the e�e
tive beam size that was estimatedduring the ground based 
alibration from the relationship:Ea = 
EFOVRL;a(1� S)P [r
; PRFa℄ (3)where Ea � measured irradian
e in W 
m�2 for array (a)
EFOV � e�e
tive �eld of view (EFOV) solid angle in steradians1� S � out-of-�eld-of-view s
attering 
ontribution to the solid angleP [r
; PRFa℄ � point sour
e extra
tion operationr
 � 
orre
t response in 
ounts (Level 2 data)RL;a � peak radian
e responsivity in 
ounts/(W 
m�2 sr�1) for array (a)PRFa � point response fun
tion (PRF) for array (a).The radian
e responsivities were determined on the ground and have remained essentially the samesin
e the �nal ground 
hamber 
alibrations. The �nal ground-based irradian
e responsivities determinedthrough Equation (3) were updated with on-orbit stellar observations that essentially adjusted the value of
EFOV =(1�S) and a s
ale fa
tor in the point sour
e extra
tion operation, P [r
; PRFa℄. Su
h adjustmentsare impli
it in the res
aling of the photometry of stars in the MSX V2.3 PSC to mat
h that from infraredstellar standards.2.3 Calibration and Radiometer Instrument Produ
tsThe Radiometer Instrument Produ
ts (RIPs), su
h as the (fo
al-plane array temperature dependent) systemresponsivities and the position dependent point response fun
tions, are the 
alibration produ
ts that applyto all DCEs during the mission. There are also DCE unique terms su
h as the dark o�sets and the baddete
tor 
ags. SDL released versions of the RIPs episodi
ally as the 
alibration was improved. Thus, severalversions of the RIPs were issued for ea
h version of CONVERT. There were no signi�
ant 
hanges to the8



RIPs from CONVERT 5, whi
h was used to pro
ess the data in V1.2 of the 
atalog, to CONVERT 6, whi
h
ontains the �nal upgrade to the interferometer pro
essing software that we do not use for the PSC. Weused CONVERT 6 to pro
ess the observations for the V2.3 PSC to formally 
onform to using the latestpro
essing routines available.2.3.1 Calibration MethodologySPIRIT III was 
alibrated by three di�erent methods: on the ground with the sensor mated to a 
ooledva
uum 
hamber 
onstru
ted for that purpose; on-orbit using stellar standards; and on-orbit against 
ali-brated referen
e spheres that were released by the spa
e
raft periodi
ally during the mission. Ea
h methodprovides unique information on the sensor radiometri
 parameters but with suÆ
ient overlap to 
ross-tie thedi�erent 
alibrations.The SPIRIT III instrument was atta
hed to the Multifun
tional Infrared Calibrator (MIC2), a 
ryogeni-
ally 
ooled va
uum 
hamber built by SDL, for the ground 
alibration. Thurgood et al. (1998) show the
hamber in its various 
on�gurations and outline the 
apability in 
alibrating the SPIRIT III instrument.The ground measurements 
alibrate the entire system throughput in a fashion that is diÆ
ult or impossibleto do on-orbit. For example, determination of the relative system spe
tral responses for the SPIRIT IIIinfrared �lter bands (see Appendix A of Egan et al. 1999) 
an only be done from the ground using a spe
traldevi
e. Furthermore, the non-linear response of the dete
tors at high 
uxes or the 
onversion eÆ
ien
ies forthe photon noise are most a

urately and eÆ
iently measured with stable sour
es on the ground. Stable,uniformly emissive extended sour
es with a

urately known radian
e were used to 
alibrate the radian
eresponsivity of the system. Su
h sour
es are rarely available in spa
e (see Pri
e and Kraemer 2004 for adis
ussion of infrared 
alibration in spa
e).Standard stars are true point sour
es to the system and using them for the on-orbit 
alibration 
orre
tsfor the systemati
 errors arising from the fa
t that the pinhole used with the ground 
hamber 
ollimator onlyapproximates a true point sour
e. The MSX Program 
alibration stars are listed in Table 2 along with theirabsolute in-band irradian
es, in units of W 
m�2, in ea
h of the spe
tral bands. The in-band irradian
esare those used in the analysis of Cohen et al. (2001).One or more of these stars were measured during 94 dedi
ated 
alibration DCEs. Five of the DCEs
ompared either one or two of the stars to the measured 
uxes from referen
e spheres. Eleven DCEsmeasured the variation of response over the entire 1Æ�3Æ �eld of regard to determine the position-dependentresponse fun
tion. Stellar 
alibration measurements were extra
ted from these observations, although as aTable 2: MSX Program IR Calibration Stars (W 
m�2)Star Band A Band B1 Band B2 Band C Band D Band E No. Obs.� CMa 2.833�10�15 1.146�10�15 1.874�10�15 3.195�10�15 1.959�10�16 1.22 �10�16 35� Tau 1.308�10�14 4.628�10�15 7.373�10�15 1.570�10�15 9.529�10�16 6.046�10�16 30� Boo 1.463�10�14 5.566�10�15 8.813�10�15 1.735�10�15 1.059�10�15 6.744�10�16 25� Lyr 8.196�10�16 3.279�10�16 5.364�10�16 9.259�10�17 5.686�10�17 3.555�10�17 19� Gem 2.498�10�15 9.759�10�16 1.576�10�15 2.858�10�16 1.762�10�16 1.098�10�16 15� Peg 7.516�10�15 2.722�10�15 4.365�10�15 9.173�10�16 5.711�10�16 3.596�10�16 14
 Cru 1.883�10�14 6.426�10�15 1.018�10�14 2.223�10�15 1.359�10�15 8.567�10�16 3
 Dra 3.111�10�15 1.080�10�15 1.722�10�15 3.729�10�16 2.281�10�15 1.427�10�16 29



by-produ
t. The remaining 88 DCEs 
onsisted of the bi-weekly 
alibrations that, generally, measured twoof the stars in Table 2 on the same DCE. Mazuk and Lillo (1998) also used the standard stars to determinethe 
ross-s
an dependent Point Response Fun
tions (PRFs) in ea
h of the MSX spe
tral bands.The 
alibration experiments were all taken in the mirror s
an mode and pro
essed through a sour
eextra
tor, 
alled Canoni
al CONVERT (Garli
k et al. 1996). Canoni
al CONVERT identi�es a sour
e thatex
eeds a signal to noise of 10, then does a least square �t of the ex
eedan
es against the empiri
al pointresponse fun
tion to obtain the 
ux and position of the extra
ted sour
e. This pro
edure works well onreasonably bright isolated sour
es in regions where the ba
kground is 
at, pre
isely the requirements for theMSX 
alibration stars. The Celestial Ba
kgrounds automated pro
essing used a mu
h more sophisti
atedextra
tion routine. Consequently, the irradian
es derived by the two extra
tion pro
esses must 
losely agreefor the SPIRIT III ground and on-orbit 
alibration pedigree to apply to the MSX PSC. The agreement was
on�rmed by a 
omparison of the irradian
es extra
ted on the stellar standards using Canoni
al CONVERTand the CB sour
e extra
tor, des
ribed in the next se
tion.2.4 Point Sour
e Extra
tor AlgorithmsThe Celestial Ba
kgrounds automated pro
essing software operates on Level 2A MSX data. At this stage,the data have been time ordered, linearized and 
onverted to units of W 
m�2 sr�1 for ea
h dete
tor. TheCelestial Automated Pro
ess reads the level 2A data and runs it through the USU/SDL Pointing CONVERTsoftware, whi
h assigns a fo
al-plane position and inertial 
oordinates to ea
h dete
tor value. The CONVERTsoftware divides the data set into individual s
enes of 384�2400�Ma pixels, whereMa is the number of a
tive
olumns (1�4) on either side of the half dete
tor o�set in the band a, 384 is the number of dete
tor rowsin the 
olumns on both sides of the o�set, and ea
h dete
tor is sampled 2400 times in a s
ene. The pointsour
e extra
tor (PSX) works on one of these s
enes at a time, plus some overlap between adja
ent s
enes.2.4.1 Point Sour
e Identi�
ationThe ba
kground trends and residual dete
tor-to-dete
tor variation in dark o�set from the data within a s
eneare removed with a pseudo-median �lter that is applied to the time series of values from ea
h dete
tor, i. Thepseudo-median �lter produ
es two �les, one 
ontaining the low frequen
y ba
kground and the other pointsour
es and high frequen
y noise. The low frequen
y �les from the CB04 Areas Missed by IRAS and the CB01Near-Sun Zodia
al Ba
kground experiments were further pro
essed to 
reate zodia
al ba
kground �les (Pri
eet al. 2003; available from the Planetary Data System Dust Node: http://dorothy.as.arizona.edu/DSN). Thehigh frequen
y data have a mean of approximately zero, and are used to 
ompute the noise varian
e, �2i ,and the mean absolute deviation, for ea
h dete
tor.After ba
kground removal, the high frequen
y data are ordered into the two-dimensional fo
al-plane
oordinates and the data are 
onvolved with an idealized Point Response Fun
tion (PRF) mat
hed �lter,whi
h is 
entered on ea
h output grid position. A gain of 1.7 in signal to noise is typi
ally realized bythe mat
hed �ltering in Bands B and E, whi
h have two a
tive 
olumns; the eight a
tive 
olumns in BandA produ
e a gain of about 3.4. The 
onvolved data are thresholded to �nd positions of 
andidate pointsour
es. A Levenberg-Marquardt �tting pro
edure is applied to the 
andidate point sour
es to simultaneouslydetermine the point sour
e position (x; y) and radian
e. The pro
edure also 
al
ulates a �2 goodness of �tmeasure, and returns a formal 
ovarian
ematrix that we use as estimates of the errors in the three parameters.The Cas
aded Mini-Max Pseudo-Median Filter A pseudo-median �lter is applied to the one-dimen-sional time series values from a given dete
tor within a sliding window 
overing an odd number of data10



points. The 
enter value in the window is repla
ed by the median of the data points in the window. This�lter will remove impulse fun
tions less than one-half of the window width but has little e�e
t on dis
retestep or ramp variations in the data. Therefore, the median �lter 
an be tuned to �lter out point sour
es andhigh frequen
y noise in the MSX data, leaving behind the low-frequen
y ba
kground.Sin
e the 
omputation of the median grows exponentially with the window size, we adopted a variation ofthe pseudo-median �lter des
ribed by Pratt et al. (1984), whi
h retains many of the advantageous propertiesof the median �lter but is 
omputationally simpler. For a window of length L, the pseudo-median, as de�nedby Pratt (1991), is 
al
ulated from the running values of the maxima and minima of the data, D; whi
h aredetermined over an odd number of M samples 
entered on the N th data point, dN . That is:MAXN (D) = MAX (dN� 12M ; dN+1� 12M ; � � � ; dN+ 12M ) (4)MINN (D) = MIN (dN� 12M ; dN+1� 12M ; � � � ; dN+ 12M ) (5)The MAXIMIN and MINIMAX of the data are then 
al
ulated over L samples, where L = 2M +1, by:MAXIMINN (D) =MAX (MINN� 12L(D);MINN+1� 12L(D); � � � ;MINN+ 12L(D)) (6)MINIMAXN (D) =MIN (MAXN� 12L(D);MAXN+1� 12L(D); � � � ;MAXN+ 12L(D)) (7)The MAXIMIN value is greater than or equal to the median of the sequen
e of L values and the MINIMAXvalue is less than or equal to the median of the sequen
e.A 
as
ade operator is used to 
an
el any small biases produ
ed by these operators:CAVE = 12(MAXIMIN fMINIMAXNfDgg+MINIMAX fMAXIMINNfDgg): (8)The 
as
ade operator 
losely approximates the median of the data and preserves the edge information in theba
kground reasonably well. The MSX images along the Gala
ti
 plane show that the ba
kground 
an behighly stru
tured and it is 
riti
al that this ba
kground be 
orre
tly removed for a

urate 
ux estimation ofpoint sour
es in these regions.The �lter sub-sample length, M , is set by the number of data samples from a given dete
tor within anangular extent de�ned by:M = 1:75��89 �rad + 2:44�max=Ds
an rate � sample rate + 1 (9)The nominal dete
tor size is 89 �rad, the diameter of the primary,D, is 33 
m and the maximum wavelength,�max, adopted for ea
h �lter band is 11 �m (Band A), 13.2 �m (Band C), 16 �m (Band D), and 26 �m(Band E). For the astronomy experiments on MSX, the s
an rates range from 0:Æ125/se
 to 0:Æ02/se
 (2.181mrad/se
 to 0.349 mrad/se
). The dete
tor read-out rate was 72 Hz, whi
h oversampled the in-s
an data atthe s
an rates used for the astronomy experiments. The sample spa
ing varied between 30.3 and 4.85 �rad11



(2.85 to 17.82 samples per 89 �rad dete
tor) depending on s
an rate and number of redundant 
olumns inthe array. In angular units, the �lter length, L, spans 2:03 in Band A, 2:05 in Band C, 2:07 in Band D, and3:05 in Band E. The ba
kground in the B bands was suÆ
iently 
at after the updated dark o�set matri
esdes
ribed by Pri
e et al. (2001) were applied that there was no need to use the pseudo-median �lter on thosedata.Identifying Candidate Point Sour
es After the �lter removed the ba
kground, the high frequen
y
ontent of the noise was estimated and an SNR threshold of 2.8 used to sele
t potential point sour
es in thes
ene. First, a two-dimensional mat
hed �lter is 
entered on ea
h point in the output grid for the s
ene.The dimensions of the output grid are 384 
ross-s
an � 2400 in-s
an. A subset of the data in a windowsurrounding the point is weighted by the values of the mat
hed �lter at ea
h position within the window.The window is ellipti
al in data spa
e, where the 
ross-s
an extent is 2R=dx + 2 samples, and 2R=dy + 2samples in-s
an. The radius R is the expe
ted extent of the sour
e in pixels de�ned for ea
h band. Thequantities dx and dy are the in-s
an and 
ross-s
an sampling intervals, respe
tively, in terms of fra
tions ofpixels in fo
al-plane 
oordinates. For the long s
ans at 0:Æ125/se
, the window size is 10�Ma pixels in-s
an(whereMa is the number of a
tive 
olumns on either side of the o�set in band a), and 5 dete
tors 
ross-s
anfor ea
h 
olumn. There are a total of 400 pixels in the window for Band A at the nominal s
an rate but thenumber 
an be as mu
h as 2100 pixels at the slower s
an speeds.Theoreti
ally, the optimal �lter should use the measured PRFs in ea
h band. However, using the em-piri
al PRFs in ea
h band is 
omputationally expensive as it would require as many as 2100�384�2400multipli
ations and additions for a given s
ene. Sin
e we sele
t and estimate the positions of potentialsour
es, but do not extra
t their exa
t parameters at this stage, we use 
ubi
 B-splines to represent thePRFs to simplify the mat
hed �ltering. The 
ubi
 B-splines are a reasonable representation of the PRFs.The noise in the mat
hed �ltered s
ene is then estimated and the s
ene thresholded to values above this noiselevel. A given point sour
e may produ
e a number of data points above the threshold. These are examinedto �nd the lo
al maximum, whi
h is reported as the initial guess of the point sour
e position.Parameter Estimation On
e a potential sour
e has been identi�ed in an MSX spe
tral band, a, weestimate the sour
e radian
e, Ra, and position, (�; �)a, simultaneously using a �2 minimization. We modelthe data using the 
ross-s
an position dependent PRF, Ha, measured by Mazuk and Lillo (1998). ThePRF in ea
h band was measured on-orbit at the top, middle, and bottom of ea
h fo
al plane as part ofthe spa
e
raft 
alibration. The measured PRF, H 0 , was normalized to a peak value of unity, su
h that thee�e
tive �eld of view of the PRF is given by
EFOV = �x�y MXk=1H 0k (10)where �x and �y are the grid sample intervals (in radians) and the PRF is sampled over M values. Themeasured PRFs were volume renormalized for the point sour
e extra
tion pro
essing su
h thatHk = H 0kMPk=1H 0k (11)
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and MXk=1Hk = 1: (12)The data are modeled as the 
onvolution of the PRF with the true obje
t data, without the noise. Ata given point i for band a this may be expressed as:da;i = RaHa(xi � �; yi � �): (13)For a single point sour
e then, we 
al
ulate the radian
e and position by determining the values that minimizethe �2, whi
h is given by �2 = NXi=1 ��a;i � da;i�a;i �2 : (14)In Equation (14), �a;i and �a;i are the measured values and asso
iated standard deviation within the s
enefor dete
tor i in band a. N is the number of points in the data window. If we also a

ount for the possibilityof blended sour
es, the quantity minimized is�2 = NXi=1 26664�a;i � KPk=1Rk;aHa(xi � �k; yi � �k)�a;i 377752 (15)whereK is the number of point sour
es within the data window. We use the Levenberg-Marquardt te
hnique,adapted from the 
ode des
ribed by Press et al. (1992) to simultaneously �t the three parameters and to
al
ulate a formal 
ovarian
e matrix for the �t.The datum, �x;i, is the Level 2 radian
e in units of W 
m�2 sr�1. The �2 minimization returns theradian
e, Ra, and a re�ned sour
e position. To determine the irradian
e, we must multiply this result bythe e�e
tive �eld of view of a PRF data element, !EFOV .Mazuk and Lillo provide PRFs that are sampled on a regular grid with a sample interval of �x = �y =4:1667� 10�6 radians. The volume normalized PRF of a staring sensor has an e�e
tive �eld of view for thePRF element of !EFOV (staring) = ZZ Hd
 = MXk=1Hk�x�y = �x�y MXk=1Hk = �x�y: (16)However, the area s
anned during the integration time must be taken into a

ount. For example, a PRFthat is 
ir
ularly symmetri
 while staring, will be ellipti
al when the sensor is s
anned. The 
ross-s
anextent of the PRF is un
hanged, but the in-s
an response is that of the PRF 
onvolved with a box fun
tionwhose angular width is given by the produ
t of the s
an rate of � radians/se
 and the integration time of�t se
onds, that is ��t.
13



Noise Estimation Ea
h datum is weighted by a noise value in the parameter �t. The noise for the ithdete
tor at readout frame time, t, has two 
omponents: devi
e noise that is inherent to the dete
tor andPoisson noise. These are added in quadrature to derive the varian
e in the total noise:�2(i; t) = �2dete
tor (i) + �2photon(i; t) (17)The dete
tor noise is 
omputed from the 2400 values of the high frequen
y 
omponent of the �ltered datain a s
ene for ea
h dete
tor in the fo
al-plane array after point sour
es have been removed. The Poissonnoise is the statisti
al 
onsequen
e of the fa
t that the dete
tors behave as photon 
ounters. In su
h a 
ase,the varian
e of the Poisson distribution is equal to the mean, that is:�photon = Apr (18)where A is the photon noise 
oeÆ
ient, and r the o�set and linearity 
orre
ted response in 
ounts. The
oeÆ
ient A was measured during the ground 
alibration at SDL and is listed in Table 2.52 of the SPIRITIII Infrared Sensor Ground Calibration Report in Support of CONVERT 5.0 (SDL/97-056) for ea
h bandand gain. The 
onversion 
oeÆ
ients in this table were adopted for the point sour
e extra
tor to determine�2photon(i; t).2.4.2 Constru
tion of the CatalogThe MSX survey experiments were designed to be highly redundant. All but about 20% of the Gala
ti
plane was surveyed four times, and the 
overage is mu
h higher in portions of the IRAS gaps. The LMC,SMC, and most of the star forming regions were nominally 
overed four times while the deep CB03 probesof the Galaxy have 25 fold redundan
y. The 
on�rming observations were used to reje
t spurious sour
esand 
ombined to improve parameter estimation.Band Merge Be
ause the MSX Band A is mu
h more sensitive than the other bands, by at least a fa
tor of10, the sour
es that were extra
ted from the di�erent MSX spe
tral bands within a single DCE were mergedbefore sear
hing for 
on�rming observations from overlapping s
ans. This is in 
ontrast with most surveys,su
h as IRAS, whi
h treated the observations in ea
h band as an independent survey. The fo
al-plane arraysin MSX bands A, D, and E arrays were a

urately superimposed with di
hroi
 �lters, as separately werethe B and C arrays. Thus, the positional 
riterion for band merging on a single s
an was mu
h tighter thanit would be for merging sour
es from independent surveys in ea
h band. The band merge program usedasso
iated sorts to qui
kly lo
alize a 
omparison list to the neighborhood of the sele
ted sour
e. The sour
esare sorted in order of de
reasing SNR and the highest SNR sour
e is taken as the initial seed. After it hasbeen band merged, the sour
e with the next highest SNR be
omes the seed and so forth.S
an Merge Following Band Merge, sour
es from overlapping s
ans are merged in a two step pro
ess.The �rst pass identi�es all possible sour
e mat
hes from 
andidate sour
es in s
an M to a seed sour
e froms
an N . Be
ause the sour
es in the individual s
ans have larger errors than those in the �nal 
atalog andwe do not want to miss any mat
hes, the �rst pass uses less stringent mat
hing 
riteria than that in these
ond step. The �rst step often produ
es mat
hes with multiple 
andidates from s
anM to a given s
an Nseed. The se
ond pass uses a stri
ter position asso
iation 
riterion, whi
h determines whi
h of any multipleasso
iations are most likely. On
e all mat
hes to a given seed from all possible s
ans have been found, we
al
ulate the weighted mean of the 
ux and position and the asso
iated un
ertainties. Sour
es are also
agged for variability, 
onfusion, and for goodness-of-�t to the PRF.14



Pass 1 Merge Initial asso
iations are made if the positional di�eren
e, �rN�M , between the seedfrom s
an N and a 
andidate sour
e from s
an M satis�es the 
ondition:(�rN�M=2)2�2in(N) + �2x(N) + �2in(M) + �2x(M) < 18:4: (19)where �in and �x are the un
ertainties in the in-s
an and 
ross-s
an positions. As for the Band Mergepro
edure, we use a des
ending SNR ordered list to 
hoose the seed sour
es.Pass 2 Merge The se
ond pass identi�es the most likely asso
iation by the degree of overlap of theerror ellipses and, when ne
essary, 
ux information. While the global root-mean-squared (RMS) error in theupdated DAF positions is <1:008 in both in-s
an and 
ross-s
an, the magnitude and asymmetry of the errorellipse 
an vary from s
an to s
an.The errors for the MSX sour
e extra
tions have independent in-s
an and 
ross-s
an positional varian
es.The global �ts to the updated DAFs have normal error distributions in both dire
tions but with somewhatdi�erent varian
es. Thus, the errors have a bi-normal distribution. The 
riterion for a

eptan
e of a mat
his �2 = (�rin=2)212 [�2in;N + �2in;M ℄ + (�rx=2)212 [�2x;N + �2x;M ℄ < 
: (20)We set 
 = 18:4, whi
h is the 99.99% 
on�den
e level in a bi-normal distribution. For these 
al
ulations, weassume that the mean position is the \truth" for ea
h pair of sour
es and that the in-s
an and 
ross-s
andire
tions are de�ned by the redu
ed error ellipse for the pair, as des
ribed in the se
tion on Position Data.The pass 1 merge, whi
h is designed to 
apture all possible mat
hes, uses the RSS'd un
ertainties and thetotal position error to de�ne the �2 parameter. For pass 2, the 
riterion is more stringent in that we 
omputeboth the in-s
an and 
ross-s
an 
omponents of the �2 parameter independently using the mean position andthe mean varian
e, as is appropriate for the bi-normal distribution. For seed sour
es with more than onemat
h from s
an M , we 
ompute additional �2 terms based on the 
ux in ea
h band, 
omparing the 
uxesof the s
an N seed to those from ea
h s
an M asso
iated sour
e. The s
an M sour
e that gives the lowesttotal �2 term is a

epted as the true mat
h to the seed sour
e. Be
ause of the pixel size and the expe
teds
an-to-s
an astrometri
 error, we also a

ept any s
anM sour
e within 1500 of the seed sour
e to be a mat
hto be merged regardless of the �2 value, if there are no other s
an M mat
hes.Position Data The survey and raster s
an observations were exe
uted in an in-s
an and 
ross-s
an 
oor-dinate system. For example, the \in-s
an" dire
tion for the Gala
ti
 plane long survey s
ans 
orrespondsto lines of 
onstant Gala
ti
 latitude, while the raster s
ans that probe deeper into the Gala
ti
 plane arealong 
onstant Gala
ti
 longitude. For the IRAS gaps, the in-s
an dire
tion is along lines of nearly 
onstante
lipti
 longitude (epo
h 1983). Most of the remaining raster observations were s
anned along lines ofde
lination. A few sour
es (M31, LMC, and the 
omets) were s
anned along the prin
ipal axis of the obje
tbeing measured. The large majority of sour
es in the 
atalog were observed on overlapping s
ans and havenearly 
o-aligned error ellipses. This geometry breaks down near the North E
lipti
 Pole and where thee
lipti
 s
ans 
ross through the Gala
ti
 plane s
ans.
15



In the general 
ase, with N dete
tions of a sour
e, the �nal right as
ension (RA) and de
lination (De
)(�; Æ) are given by � = NPi=1wi;��iNPi=1wi;� ; Æ = NPi=1wi;ÆÆiNPi=1wi;Æ (21)where for a given s
an (i) the weights are:w� = 1(�!�in � b�)2 + (�!�x � b�)2 = 1�2in sin2(�) + �2x 
os2(�) ; (22)wÆ = 1(�!�in � bÆ)2 + (�!�x � bÆ)2 = 1�2in 
os2(�) + �2x sin2(�) : (23)The angle �, of the in-s
an axis of the error ellipse at the point in question, is measured East of North.The errors in the reported position are determined from a 
onvolution with the 2-D error ellipse, assumingthat both the in-s
an and 
ross-s
an un
ertainties have Gaussian distributions. Sin
e the errors for individuals
ans have a bi-normal distribution, 
onvolving the N un
ertainty distributions results in another bi-normaldistribution. As an example, 
onsider the 
ase of two error ellipses with parameters (�; a; b) and (�0; p; q)where a and p are the in-s
an 1� un
ertainties and the un
ertainty distributions are given byf = A exp��y2a2 � x2b2 � ; f 0 = A0 exp ��y2p2 � x2q2 � : (24)It 
an be easily shown that the resulting error ellipse has the parameters (�; u; v) where12 tan 2� = 
os � sin �( 1a2 � 1b2 ) + 
os �0 sin �0( 1p2 � 1q2 )
os 2�( 1a2 � 1b2 ) + 
os 2�0( 1p2 � 1q2 ) ; (25)1u2 = 12 "
os 2�( 1a2 � 1b2 ) + 
os 2�0( 1p2 � 1q2 )
os 2� + 1a2 + 1b2 + 1p2 + 1q2 # ; (26)and 1v2 = 1a2 + 1b2 + 1p2 + 1q2 � 1u2 : (27)In the majority of 
ases where the redundant observations are from 
o-aligned s
ans, the resulting in-s
anand 
ross-s
an axes of the error ellipse 
orrespond to the a
tual in-s
an/
ross-s
an dire
tions. For those 
aseswhere the s
ans are not 
o-aligned, the reported axes do not 
orrespond to any physi
al quantity, but onlyre
e
t the statisti
al distribution of error in the measurement.16



Irradian
e Data The 
al
ulated irradian
e for ea
h band is the weighted mean of the measurements.Be
ause the varian
e reported out of the 
ovarian
e matrix of the �t tends to be very small for very highSNR sour
es, we have found that weighting the irradian
e by the redu
ed �2 quantity yields a better valuefor the irradian
e. The rationale for doing this is that the global pre
ision or repeatability in the measured
uxes for high SNR sour
es is several per
ent regardless of the SNR value. We 
al
ulate the irradian
e, L,for N dete
tions in a given band, a, from: La = NPi=1 La;i�2a;iNPi=1 1�2a;i : (28)The un
ertainty asso
iated with this value is given by�La =vuuuuuut NPi=1 �2a;i�2a;iNPi=1 1�2a;i + �2
al;a + �2truth;a (29)where �a;i is the un
ertainty (%) asso
iated with the extra
tion method in the band a, �
al;a and �truth;aare the un
ertainties inherent in irradian
e measurements from SPIRIT III band a due to the 
alibration asoutlined in Se
tions 2.4.5 and 4.1.We also 
al
ulate the varian
e of the N measurements about this weighted mean. If there is only 1measurement in a band, this quantity is set to �99:0.In 
ases where a sour
e was not dete
ted in an MSX spe
tral band, we give the negative of the upper limitof the irradian
e. This limit is taken to be the limiting irradian
e for sour
e dete
tion for the most sensitives
an 
overing the area of the sky in question. The 
ux un
ertainty values and measurement varian
e are setto �99:0 in this 
ase.2.4.3 Image-based FluxesPri
e et al. (2001) des
ribe the pro
edures used to 
reate the images from the MSX Celestial Ba
kgroundsdata. Image-based photometry was performed only on images that were 
reated from multiple s
ans. TheCB01 s
ans were not made into images, and no image-based photometry was performed on them, as theydo not overlap and there is no signal to noise advantage in pro
essing the observations through the routinesdes
ribed in this se
tion.The relevant plates were sele
ted for ea
h sub
atalog, then the sour
es within the sub
atalog are identi�edfor ea
h plate. More than one image may 
over an area in the Gala
ti
 plane. For example, the CB02 longsurvey s
ans of the Gala
ti
 plane were 
ombined into a single set of 1,680 1:Æ51�1:Æ51 images in ea
h MSXspe
tral band while separate images were 
reated from the CB03, 04, and 05 observations within this region.Photometry on sour
es within a plate is derived from a least squares �t of the PRF 
entered on the positionpriors from the PSX results. The sour
e photometry results in a 
ux, signal-to-noise ratio, and the formalerror in the 
ux. For regions that have more than one image, the photometry with the best SNR is retained.Dupli
ate sour
es There were a number of instan
es where sour
es have almost the same 
oordinatesafter redundant observations were merged. The positions of these sour
es were well within the <1000 window17



used to 
ombine sour
es. Typi
ally, su
h dupli
ations o

urred for sour
es extra
ted from overlapping CB02and CB03 DCEs. The observations from the two types of DCEs were pro
essed separately and these dupli
atesour
es were resolved in the photometri
 extra
tion pro
essing.Ea
h of the �ve sub
atalog �les was pro
essed separately, under the assumption that sour
es were notdupli
ated in di�erent sub
atalogs. Sour
es in the sub
atalog �le and in the singleton �le that overlappedthe sub
atalog region were 
ombined into a single sear
h list. The sear
h lists were sorted by right as
ensionand the sour
es then inter-
ompared in order of in
reasing RA. From the beginning of the list, positionmat
hes within a spe
i�ed sear
h radius are found for ea
h unmat
hed sour
e in sequen
e. If mat
hes arefound, then the original sour
e is labeled as a seed and the mat
hes are labeled \dupli
ate" sour
es, and allsu
h sour
es are assigned a group number. On
e a sour
e has been mat
hed to one higher in the list, it iseliminated as a seed sour
e.The pro
ess is iterated with in
reasing sear
h radius until the maximum window size adopted is rea
hed.This order of iteration gives pre
eden
e to smaller angular separations over larger ones. Ea
h seed orunasso
iated sour
e is 
ompared to mat
hes for ungrouped sour
es in the larger window on subsequentpasses. If mat
hes are found, the sour
es are added to the group, if the original sour
e is a seed, or a newgroup is formed if not.This pro
ess generates a list of the grouped sour
es that 
ontains ea
h sour
e in ea
h group, an indi
ationof the sub
atalog �le that 
ontains the sour
e, and the angular separations to the other sour
es in the group.This information was then used to remove any dupli
ate sour
es.Point Response Fun
tions Image-based photometry is derived from a least squares �t of the PRFs
entered on the position priors from the PSX pro
essing des
ribed in Se
tions 2.4.1 and 2.4.2. The PRFsof Mazuk and Lillo (1998) were appropriately modi�ed to apply to ea
h plate, or set of observationallyequivalent plates su
h as a row of the Gala
ti
 plane set at a given Gala
ti
 latitude. The Mazuk andLillo PRF images are smoothed with a Gaussian �lter of a width that was optimal for ea
h band (theband A width is used for bands B1 and B2), and then 
onvolved with a box-
ar �lter that a

ounts forthe s
an-motion smearing. Finally, the PRF images are rotated with a 
ubi
 interpolation to the positionangle appropriate for the image, whi
h was de�ned by the s
an dire
tion a
ross the plate. The result isthen volume normalized. How these PRFs are applied to a given image depends on the type of experimentthat 
reated an image. For example, the three appropriately 
onditioned 
ross-s
an dependent PRFs areinterpolated to the 
ross-s
an position of a sour
e in the images 
reated from the CB03 raster s
ans. The 4:005
ross-s
an step between ea
h raster leg is small enough to preserve the 
ross-s
an variations in the responsefun
tions a
ross the arrays. All the other images 
ombine data from s
ans that overlap by various amountsand average out the 
ross-s
an variations in the PRFs. These images have 2, 4, or more s
ans that overlapby 12 , 14 or less of the 
ross-s
an dimension of a fo
al plane, respe
tively. Consequently, the three 
ross-s
anfo
al-plane PRFs are averaged to derive a mean PRF for the plate.The satellite s
an distorts the PRF by stret
hing it in the dire
tion of motion. The stret
hing is a

ountedfor by 
onvolving PRFs with a 1-D box fun
tion with a width equal to the distan
e traveled by the teles
opein the dire
tion of motion during a single 1/72-se
ond integration.The widths of the Gaussian smoothing fun
tion in ea
h spe
tral band were empiri
ally determined ratherthan simply adopting the 600 full width at half maximum that was used to 
reate the images as des
ribedby Pri
e et al. (2001). One reason for this is that the Mazuk and Lillo PRFs were derived from mirrors
an observations and are not really \stati
" PRFs. The PRF smoothing parameters were derived from theshapes of the PRFs in the images of two CB03 raster-s
anned �elds that were spe
i�
ally 
reated at a �ner(200) grid spa
ing for this purpose. These images have a reasonable number of sour
es dete
ted against a18



smooth ba
kground that sample the entire 
ross-s
an extent of the arrays. The Band A �eld was derivedfrom the CB03 35 observation 
entered at l=171Æ and b=0Æ. As this �eld did not have enough reasonablybright sour
es in the longer wavelength Bands for a de
ent PRF analysis, the CB03 32 �eld 
entered atl=33Æ and b=0Æ was used for these bands.An ensemble of sour
es at various 
ross-s
an positions was sele
ted from ea
h image and the irradian
esdetermined by aperture photometry to 
reate a 
ux \truth" table. The sour
es were also extra
ted from thestandard images with 600 pixel spa
ing. The Mazuk and Lillo PRFs were 
onvolved with a box-
ar �lter androtated to mat
h the point sour
e pro�les extra
ted from the CB03 image. Sin
e the CB03s preserve the
ross-s
an variation in PRF, the PRFs at the top, 
enter, and bottom of the array were interpolated to the
ross-s
an lo
ation of a sour
e. The PRFs were then smoothed with a Gaussian �lter, the width of whi
hwas adjusted to �t the data. The pro
ess was repeated until the median of the ratio of the �tted 
ux tothe \truth" 
ux was unity. This \optimum" Gaussian �lter width thus derived for ea
h band was used forall the images. The Gaussian �lter width for Band A was adopted for Bands B1 and B2.Caveats Sour
es at higher Gala
ti
 latitudes and at the edges of the IRAS gaps were observed onlyduring a single DCE; a fo
al-plane-position dependent PRF would be appropriate for these but is not used.The averaged PRFs appli
able to the Gala
ti
 plane images were used for all images within 6Æ of the plane.Also, the CB04 IRAS gap plates are in a proje
tion/
oordinate system in whi
h the 
enter of the gap isthe equator and the in-s
an/
ross-s
an PRF orientations are used, whereas the a
tual s
anning angle variessomewhat depending on the e
lipti
 longitude of the parti
ular DCE. Finally, there are some regions in theplane that are 
overed by s
ans with di�erent s
an rates; in these 
ases the s
an rate most appli
able to therow of plates was used.Cal
ulation of Noise in the Images Be
ause the extended Gala
ti
 ba
kground emission has not beenremoved from the plates, there is no dire
t way to measure the lo
al noise empiri
ally as was done in theautomated PSX pro
essing. Instead, we use the lo
al value of the weight plane 
reated for ea
h of the imagesto determine the noise. The weight plane 
ontains the number of overlapping s
ans that went into the lo
alaverage of the 
ux in the image. The lo
al noise is assumed to be proportional to the inverse root of thevalues in the weight plane.Proportionality fa
tors are derived from the b=0Æ Gala
ti
 plane images to s
ale the weight plane. PRF�tted photometry was done on the sour
es in these images and the lo
al image noise was assumed to be theRMS of the perimeter pixels in the 13�13 pixel box used in the �tting pro
edure. The dark o�set noiseis 
al
ulated from the s
ans that 
over an image. The proportionality 
onstant is the ratio of a lo
allydetermined noise to that from the dark o�sets divided by the square root of the lo
al value of the weight.While this may not be a

urate for 
al
ulating the SNR for a single sour
e, the median of the values overthe entire plate is representative. Furthermore, the plate medians 
onverged to a 
onstant value well awayfrom the Gala
ti
 
enter and it is these regions of 
onvergen
e that are used to determine the proportionality
onstants.This pro
edure 
alibrates the dark noise during the middle of the mission, well before the rise in fo
al-plane temperatures in
reased the dark noise. Sin
e a single set of temperature-independent proportionality
onstants were used, the SNR values will be slightly overestimated for the highest latitude images of theouter Gala
ti
 plane. These images were 
reated from DCEs that were taken late in the mission and athigher fo
al-plane temperatures.
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Photometry from a Single Plate The sour
es within a plate are sele
ted from the position priorsgenerated by the automated PSX pro
ess. For the plate sets that overlap at the edge, the sour
es aredivided into two groups, one with all the sour
es within the boundaries of the plate, and a se
ond that
ontains only sour
es within the plate overlap regions. Typi
ally, there is a 0:Æ05 overlap in longitude forthe su

essive Gala
ti
 plane images. The PSF �tted photometry is done on the larger group, while thesmaller group is retained for pro
essing the next image in order to remedy edge e�e
ts in the iteratedsour
e-removal-and-�tting pro
edure.All the sour
es within a plate in ea
h Band are also divided into two groups: those that overlap with oneor more sour
es within a 13�13 pixel window and those that do not. The 
oordinates for an isolated sour
eare mapped onto the plate, and a 13�13 pixel region (7800�7800) 
entered on the sour
e is extra
ted alongwith the 
orresponding weight plane. The stellar image must have no more than 10 unassigned pixel values(zero in the weight plane) and must have at least 10 positive pixels in the 13�13 pixel window or it willnot �t. The size of the region approximately mat
hes (but may be slightly smaller than) the grid on whi
hMazuk and Lillo 
hara
terized the 
alibrated PSFs. Mazuk and Lillo used a 97�97 grid of 0:0086 pixels for atotal of about 8300.The e�e
ts of adja
ent sour
es are mitigated by reje
ting the a�e
ted data on the perimeter of the13�13 pixel aperture. A plane is �t through the perimeter pixel values and subtra
ted from these pixels.Perimeter pixels with values that are too high are deleted in de
reasing order of deviation until the mean ofthe perimeter pixels is approximately equal to, or less than, the median. Up to 25% of the perimeter pixelsmay be deleted.Sin
e the sour
e positions are the prior values given by PSX, the free parameters in the PSF �t are as
alar ba
kground and the amplitude or photometri
 
ux. The SNR and a formal 
ux error are also derivedand all the parameters listed for the sour
e. The PRF appropriate to the MSX spe
tral band and the imagebeing pro
essed is 
entered onto the position prior and interpolated to the 13�13 sour
e aperture with theGaussian �lter. A linear least square �t is 
al
ulated to derive a s
alar o�set for the ba
kground plus theamplitude of the PRF. The least square equations for s
alar ba
kground B and PRF amplitude A are:�=�AXWi(Stari � [B �A � PRFi℄)2 = 0 (30)�=�BXWi(Stari � [B �A � PRFi℄)2 = 0 (31)where the summation is over the pixels in the 13�13 stellar image aperture. The �tting is done twi
e forea
h sour
e. The �rst �t sets the weights Wi either to 1 or, for the deleted pixels, 0. This initial stellaramplitude gives an estimate for the pixel-by-pixel radian
e, whi
h is then used to 
al
ulate the Poisson noise.Combining the Poisson noise with the dark noise determined from the weight plane values gives the totalnoise. For the se
ond �t, the weight values, Wi, are the inverse normalized square of the total noise valuesfor the pixels.On
e the amplitude has been evaluated for the star, the irradian
e and 
ux density 
an be determined.The PRF is volume-normalized in pixel spa
e, so the irradian
e is determined by multiplying the �t amplitudeby the solid angle of the original PRF pixels (0:00862). The 
ux density is then 
al
ulated by dividing theirradian
e by the spe
tral bandwidth.Overlapping Sour
es Overlapping sour
es are sorted by de
reasing 
ux using the PSX values in thesub
atalogs. The PRF appropriate to an image is s
aled by the 
ux of the brightest sour
e and 
entered20



on the PSX position. The result in a 13�13 pixel aperture within the image is subtra
ted from the image.The pro
edure 
ontinues until all overlapping sour
es have been pro
essed and produ
es an image that hasall overlapping sour
es removed. Ea
h sour
e is then restored to the pro
essed image in the same orderas it had been removed. After a sour
e is restored, the single sour
e �tting is performed. The PRF isthen s
aled with the new �t amplitude, and an updated value of the sour
e is removed from the image.The list of overlapping stars is stepped through this pro
edure three times, with the original 
ux ordering.No 
onvergen
e 
riterion is applied, but 
hanges to the photometry are generally negligible after the �rstiteration.SNR, Noise, and Un
ertainties The Poisson noise is proportional to the square root of the \
ounts"for the dete
tor times s
aling fa
tors used in the PSX (see the Noise Estimation topi
 under Se
tion 2.4.1).The Poisson noise is also redu
ed by the square root of the lo
al value in the weight plane. The total noise isthen the lo
al noise in the image added in quadrature with the Poisson noise and the SNR is the amplitudefrom the �t in radian
e units divided by the total noise evaluated at the 
enter of the sour
e aperture.The inverse square of the amplitude error is the sum, over the 13�13 sour
e grid, of the square of thepartial derivative of the �t fun
tion with respe
t to the amplitude, divided by the square of the noise:1=�2A =X[(�fi=�A)2=�2i )℄: (32)The partial derivative is just the PRF fun
tion itself. In pra
ti
e, the PRF is regridded to the image pixelsand amplitude normalized in radian
e units. As the pixel noise is also expressed in terms of radian
e, thisis the error in the peak amplitude of the sour
e in radian
e units, whi
h 
an then be s
aled to in-bandirradian
e and then
e to 
ux density.2.4.4 Sour
e Sele
tion for the CatalogPrior to band merge, the single s
an 
andidate sour
e list 
ontains sour
es with SNR>2.8. For merged PSXextra
ted sour
es, we 
al
ulated a weighted SNRPSX whi
h is the root mean square of the set of SNRPSX;ifor individual s
ans, i; for a multiply observed sour
e (see Eq. [37℄). An SNRim is also 
al
ulated for thephotometry extra
ted from ea
h image. We used a signal-to-noise 
riterion to sele
t sour
es for this 
atalog,as opposed to the N observations out of M opportunities used by the IRAS PSC and the MSX PSC V1.2.The SNR 
riterion, requiring an SNRim�5 in at least one band, was found to be more robust against spurioussour
es, and was more 
onsistent with the image-based sour
e 
ux extra
tion, in part be
ause we did notkeep detailed tra
k of the lo
ations on the sky of the various holes in the s
an 
reated by su
h things as
lusters of bad dete
tors. Also, we had a number of user requests for a 
atalog that in
luded the regions,espe
ially along the Gala
ti
 plane, that were s
anned only on
e. A dis
ussion of the SNR 
uto� 
riterion,and its impa
t on 
atalog reliability, is given in Se
tion 4.3.Comparison of PSX and Image Derived Photometri
 Results The ratios of the extra
ted irra-dian
es derived from both the PSX and image-based photometry to 
alibration star irradian
e values areplotted in Figures 2 through 4. The 
ux ratios are plotted in these �gures against the SNR for ea
h measure-ment; the RMS SNR value (SNRPSX) is used for the PSX photometry. The network of 
alibration stellarspe
tra used for the V2.3 photometri
 
alibration is the same that is des
ribed in Cohen, Hammersley, andEgan (2000) but with a more stringent sele
tion 
riterion applied to eliminate possible variable stars. Thenetwork derives from Cohen, Walker, and Witteborn (CWW; see Cohen et al. 1992a, Cohen et al. 1992b)21
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Figure 2: (left) Band B1 initial 
alibration results for PSX pro
ess (�lled 
ir
les) and image-based extra
tion(open 
ir
les). (right) Band B2 results.and the all-sky network (version 4) of Cohen et al. (1999), supplemented by several hundred model 
ali-bration spe
tra developed for the Infrared Spa
e Observatory (ISO) program (see Cohen, Hammersley, andEgan 2000 for details). The weighted means for ratios of the stars are given in Tables 3 and 4.A downturn or fallo� below a SNRPSX of 10 in the 
ux ratios of the PSX values is seen in the �gures.This 
ux underestimation at low PSX 
uxes is 
aused by the 
as
aded minimax-maximin �lter removingsome of the 
ux from the wings of the sour
es. Lower 
ux (SNR) sour
es are a�e
ted proportionally morethan brighter sour
es, as the ba
kground error is related to the amplitude of the noise rather than tothe lo
al sour
e 
ux. We 
on�rmed this e�e
t by running the PSX extra
tion routines on CB02 90 within
reasingly larger window sizes for the 
as
aded minimax-maximin pseudo-median �lter, and 
omparing theresulting PSX 
uxes. This s
an is in the outer Galaxy and was 
hosen to eliminate 
onfusion, large s
ale
rowding, and overlapping of sour
es. The extra
ted 
uxes of low SNR sour
es asymptoti
ally in
rease asTable 3: Ratio of PSX In-band Irradian
e to that Cal
ulated for the Calibration StarsBand FPSX=FCal � Fmin (W 
m�2) Fmax(W 
m�2) Nsour
esB1 0.926 0.105 2:99� 10�17 7:64� 10�16 33B2 0.930 0.106 3:29� 10�17 3:12� 10�15 40A 0.998 0.087 2:0� 10�18 4:1� 10�15 105C 0.991 0.006 2:8� 10�18 4:8� 10�16 55D 0.987 0.008 1:7� 10�18 2:9� 10�16 56E 1.069 0.025 1:3� 10�17 1:8� 10�16 1522
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Figure 3: As for Figure 2, but for Bands A and C.
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Figure 4: As for Figure 2, but for Bands D and E.
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the �lter width in
reases to a value �20% larger than that from the window size used in the PSX. Some 
uxunderestimation may also be seen in the image-based 
uxes due to overestimation of the ba
kground. Thetrend in the image-based 
uxes is less pronoun
ed be
ause of the inherently higher SNR of the image dataand the 2-D ba
kground estimator. We also �nd that in all bands but Band A, both extra
tion methodsoverestimate the 
ux for a sampling of stars at low SNR (SNR<7). This is the well known statisti
al 
uxenhan
ement of low SNR sour
es found in 
atalogs using SNR 
riteria for sour
e sele
tion/reje
tion.For bright sour
es (SNR>10), both 
ux extra
tion algorithms tend to yield results that are fairly 
on-sistent (within a 
onstant bias term) with 
al
ulated values for the 
alibration stars. For the image-basedphotometry, we do note a strong 
ux underestimation at SNRim>1000 in band A. This appears to be dueto saturation e�e
ts and the redu
ed sampling available in the image data. For the PSX results there iseviden
e of a 
ux overestimation bias of 1.0466 for SNRPSX>500 in band A. The mean 
alibration 
uxratios for sour
es with the PSX and image-based 
uxes with 10<SNR<1000 and j1:0�Fmeasured=FCalj <0.3(outlier reje
tion) are listed in Tables 5 and 6, respe
tively. The biases in the ratios shown in Table 6 wereused to 
orre
t the image-based 
uxes listed in the PSC V2.3 Catalog, for all the sour
es with SNRim>3and SNRPSX<500. If SNRPSX>500, the quoted 
ux is from the PSX extra
tion algorithm and has beenbias 
orre
ted by a fa
tor of 1.0466 for Band A sour
es and 1.0 for all other bands.Image-based photometry a

eptan
e 
riteria The image-derived signal-to-noise ratio (SNRim) of thephotometri
 �t to a sour
e was used to determine whether the image-based photometri
 results would beretained in the 
atalog or dis
arded in favor of the photometry 
al
ulated through the PSX pro
ess. Theminimum a

eptable SNRim was 
hosen to be 3 for the initial image-�t 
riterion. Image-derived photometryon sour
es for whi
h the PSX determined RMS signal-to-noise ratio (SNRPSX ) was 500 or greater wasreje
ted in favor of the PSX photometry be
ause the pixels in the 
enter of su
h sour
es 
an have signi�
antsaturation e�e
ts. The superior oversampling of the data available in the PSX pro
essing results in morea

urate photometri
 �tting for these bright sour
es. The SNRim for sour
es whose 
uxes are not retainedare still re
orded in the �nal 
atalog �le. In 
ases where multiple images exist, e.g. CB03 and CB02 images,the highest SNRim is re
orded.For sour
es with 3<SNRim<500, the image-derived 
ux-density is retained in the 
atalog. In 
ases wheremultiple image plates exist, SNRim from ea
h plate is examined and the photometry and statisti
s asso
iatedwith the highest SNRim are retained. This generally o

urs for sour
e photometry from the CB03 plates asthey have a higher SNR than that obtained from the CB02 images.Table 4: Ratio of Image-based In-band Irradian
e to that Cal
ulated for the Calibration StarsBand Fim=FCal � Fmin (W 
m�2) Fmax (W 
m�2) Nsour
esB1 0.988 0.110 2:99� 10�17 7:64� 10�16 38B2 0.985 0.112 3:29� 10�17 3:12� 10�15 46A 1.003 0.005 2:0� 10�18 4:1� 10�15 107C 0.991 0.006 2:8� 10�18 4:8� 10�16 55D 0.987 0.008 1:7� 10�18 2:9� 10�16 56E 1.069 0.025 1:3� 10�17 1:8� 10�16 15
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2.4.5 Calibration and Errors of V2.3 PhotometryThe MSX 
alibration has been revised sin
e the publi
ation of V1.2 of the 
atalog. Pri
e et al. (inpreparation)� derive responsivity 
orre
tions as a fun
tion of fo
al-plane temperature from the MSX stellar 
alibra-tions� derive the in-band 
uxes of the stellar standards listed in Table 2 and the absolute 
alibration errormade by adopting � CMa as the primary standard star. These values are somewhat di�erent thanthose listed in Table 2.� validate the absolute 
alibration with the results from the emissive referen
e sphere measurements.Calibration A

ura
y The averaged ratios of the bias-
orre
ted MSX �nal 
atalog photometry to the
alibration 
uxes are shown in Tables 7 and 8. Table 7 lists the results for the 
omplete set of 
alibrationnetwork stars found in the PSC V2.3, whi
h span the entire range of SNR in ea
h band. In Table 8 weshow the mean 
ux ratios for the 
alibration stars with 10<SNRim<1000 and j1:0� Fmeasured=FCalj <0.3.All of these ratios should equal unity after bias 
orre
tions, whi
h is indeed the 
ase for all bands ex
eptB2. A sour
e that had originally been reje
ted was in
luded in the Band B2 
al
ulation based on the outlierreje
tion 
riterion after 
orre
ting for the bias. This 
hanged the sample, whi
h 
hanged the mean ratio.After removing the bias relative to our 
alibration stars, the photometri
 un
ertainties are a 
ombinationof the pre
ision of the measurement, systemati
 trends, and the bias between the measured and the absolute
ux (from Table 2) for the primary standard. The estimated photometri
 un
ertainties in ea
h of the MSXspe
tral bands are give in Table 9.Pre
ision is a measure of how repeatable the 
ux is for a number of measurements on the same sour
eunder the same operating 
onditions. We derive the pre
ision from the CB06 observations analyzed byCohen et al. (2001). Ea
h of the CB06 DCEs s
anned 19{20 times a
ross a standard star; 9 or 10 timesin Bands B1 and B2. Cohen and Walker kindly supplied us with the images they 
reated for ea
h s
an.We 
al
ulate the 
ux of a given standard star in a 
hosen image by �tting the data with the point responsefun
tion, analogous to the image-based photometry done for the PSC. Note that Cohen et al. (2001) didaperture photometry on the data; we re-evaluated the photometry with PRF �tting to make the result
ompatible with the manner in whi
h photometry was done for the 
atalog. We determine the mean andstandard deviation of the 
uxes thus derived from the 19{20 su
h images on a given DCE and divide thestandard deviation by the mean to obtain a per
ent pre
ision for that DCE. The per
ent deviation shouldTable 5: Ratio of PSX In-band Irradian
e to that of Calibration Stars where 10<SNR<1000Band FPSX=FCal � Fmin (W 
m�2) Fmax (W 
m�2) Nsour
esB1 0.908 0.107 1:43� 10�16 7:64� 10�16 12B2 0.945 0.076 1:16� 10�16 3:12� 10�15 21A 1.010 0.066 6:32� 10�18 8:10� 10�16 81C 1.032 0.051 2:14� 10�17 6:55� 10�16 27D 1.020 0.054 1:30� 10�17 4:09� 10�16 29E 1.049 0.080 3:46� 10�17 2:57� 10�16 925



Table 6: Ratio of Image-based In-band Irradian
e to Calibration Stars where 10<SNR<1000Band Fim=FCal � Fmin (W 
m�2) Fmax (W 
m�2) Nsour
esB1 0.995 0.106 4:91� 10�17 7:64� 10�16 19B2 0.931 0.099 7:52� 10�17 1:23� 10�15 33A 0.957 0.052 3:36� 10�18 1:65� 10�15 83C 0.925 0.047 8:77� 10�18 6:55� 10�16 48D 0.950 0.065 5:86� 10�18 4:09� 10�16 43E 0.946 0.053 1:29� 10�17 1:01� 10�16 13
Table 7: Ratio of Bias Corre
ted Fluxes in the V2.3 Catalog to All Calibration Network StarsBand FPSC 2:3=FCal � Fmin (W 
m�2) Fmax (W 
m�2) Nsour
esB1 0.988 0.110 2:99� 10�17 7:64� 10�16 38B2 0.985 0.112 3:29� 10�17 3:12� 10�15 46A 1.004 0.005 2:0� 10�18 4:1� 10�15 104C 1.004 0.006 2:8� 10�18 4:8� 10�16 60D 0.993 0.008 1:7� 10�18 2:9� 10�16 58E 1.010 0.025 1:3� 10�17 1:8� 10�16 28

Table 8: Ratio of Bias Corre
ted Fluxes in Catalog to Calibration Stars with High Quality MeasurementsBand FPSC 2:3=FCal � Fmin (W 
m�2) Fmax (W 
m�2) Nsour
esB1 1.000 0.110 2:99� 10�17 7:64� 10�16 19B2 0.988 0.112 3:29� 10�17 3:12� 10�15 34A 1.000 0.005 2:0� 10�18 4:1� 10�15 83C 1.000 0.006 2:8� 10�18 4:8� 10�16 48D 1.000 0.008 1:7� 10�18 2:9� 10�16 43E 1.000 0.025 1:3� 10�17 1:8� 10�16 13
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be independent of the temperature-dependent response variations. We estimate the pre
ision as the averageof the values from high quality (SNR) standards measured on a number of DCEs.Pri
e et al. (in prepration) derived a global 
alibration against the stars in Table 2. The sum of theobservations exhibited a responsivity trend with fo
al-plane temperature in all the bands and 
orre
tionswere derived in the form of low order polynomial expressions. Unfortunately, the PSX pro
essing and theimages from whi
h the photometry was obtained were 
reated long before the 
orre
tions were known and
annot be easily 
orre
ted post fa
to as they 
ombined data taken at di�erent times and, 
onsequently, withdi�erent fo
al-plane temperatures. Fortunately, the variations are small (<2%) and are in
luded in the errorterm in the bias 
orre
tion derived from Table 4. The �nal 
omponent of the absolute un
ertainty is theabsolute 
ux errors for the CWW stars used to determine the bias 
orre
tion (\truth"). The un
ertaintiesin \truth" have been estimated by Burdi
k and Morris (1997).The 
alibration un
ertainty is dominated by the pre
ision. The value given is for one s
an and theun
ertainty in this quantity should de
rease as square root of the number of overlapping s
ans that wentinto that portion of the image from whi
h the photometry on the sour
e was obtained. Alternatively, it isthe square root of the number of times a sour
e was observed that is listed in the 
atalog. The �nal 
uxun
ertainty also must in
lude a term (see Eq. [34℄) re
e
ting the un
ertainty in the \truth" 
atalog. Thesevalues for the ensemble of 
alibration stars are given in the �nal 
olumn of Table 9. The absolute a

ura
yis also listed in Table 1.2.4.6 FlagsWe in
lude a number of 
ags as indi
ators of data quality that provide the user with information as towhether a sour
e measurement might be problemati
. The 
atalog has four 
ags for ea
h band: one forthe quality of the overall measurement and three 
ags that spe
ify the sour
e variability, 
onfusion, andmeasurement reliability. Ea
h 
ag has a value for ea
h band a.The overall 
ux quality 
ag, Qa, has a value from zero to four. Table 10 lists the meaning of the 
agvalues and the 
onditions under whi
h values are assigned. SNRim 
an take on a value of �800 if no imageplate exists at the sour
e lo
ation and �999 if the image-based PRF �tting was unable to extra
t a positiveirradian
e value. In these 
ases, we default to the SNRPSX to set the 
ux quality 
ag. This primarily o

ursin the region where three of the CB01 s
ans overlap, but for whi
h no images were made.The variability 
ag, Va, re
e
ts the varian
e in the individual measurements against the expe
ted un
er-Table 9: SPIRIT III Absolute Photometri
 A

ura
y by Spe
tral BandBand Pre
ision (%) Systemati
s (%) Cal Total (%) Truth (%) RSS
al;truth (%)B1 4.62 1.0 4.73 7 8.45B2 5.42 0.5 5.44 7 8.87A 2.95 0.7 3.63 2 4.14C 4.53 0.3 4.54 2 4.96D 5.66 1.0 5.75 2 6.09E 3.1 2.0 4.51 4 6.03
27



Table 10: Flux Quality Flag LevelsValue Meaning Conditions0 Not Dete
ted Not dete
ted in this band in any s
an1 Limit SNRim<5.02 Fair/Poor 5.0�SNRim<7.0; or SNRim = �800 and 5.0�SNRPSX<10.03 Good 7.0�SNRim<10.0; or SNRim = �800 and SNRPSX�10.04 Ex
ellent SNRim�10.0tainty of the quoted irradian
e for band a. It 
an be either 0 or 1 under the 
onditionsvuuuut ( NPj=1L2a;j)�NLa(N � 1)�2La � 3 ) Va = 0 (33)vuuuut ( NPj=1L2a;j)�NLa(N � 1)�2La > 3 ) Va = 1:The a
tual quantity 
al
ulated from this equation is also listed in the 
atalog.The 
onfusion 
ag, Ca, 
an also take on values of either 0 or 1. Zero denotes an un
onfused sour
e, while1 indi
ates that there is a potential 
onfusion problem. Confusion in this 
ase means that there were two(or more) sour
es in the band in question in at least one s
an that fell within the 99.99% 
on�den
e positionellipse, or there were at least two sour
es in a given s
an and band within a radius of 1.5 dete
tor pixels(2700) of the seed sour
e.The �nal 
ag is a measurement reliability 
ag, Ra, whi
h is based on how well the sour
e extra
tor wasable to �t the PSF, as determined by the value of the redu
ed �2. If all dete
tions in band a have �2<3,Ra is set to zero. Ra is given a value of 1 if some �2 values are greater than three and some are less thanthree. It is set to 2 if all extra
tions in the band have �2>3. If all extra
tions are poor �ts to the PRF, thisis generally an indi
ation that the sour
e is embedded in some nebulosity. It is often the 
ase that quality2 
ags are seen in bands A and E for sour
es in the Gala
ti
 plane. Examination of the MSX image datashows that nebulosity is more of a problem at these wavelengths, and to a lesser degree in band C. Quality
ags of 1 tend to show up for brighter sour
es and are likely a result of a sour
e dete
tion being 
orruptedby bad pixels. In any 
ase, the reported positions and 
ux densities of sour
es for whi
h Ra>0 are likelyto have larger un
ertainties than those quoted in the 
atalog. Ra=9 if the sour
e was not dete
ted in thatband.3 Catalog Format and Statisti
sA 
atalog of sour
es with positions, band-merge 
uxes, and appropriate 
ags was derived using the PSXdes
ribed above. The 
atalog is 
omprised of eight sub
atalogs or �les 
onsisting of:28



� Five latitude bands in the Gala
ti
 plane :�6:Æ0 to �2:Æ0, �2:Æ0 to �0:Æ5, �0:Æ5 to +0:Æ5, +0:Æ5 to +2:Æ0,and +2:Æ0 to +6:Æ0. These sub
atalogs 
ontain all the CB02 Gala
ti
 Survey s
ans, the CB03 rasters
anned observations along the plane, and the measurements from the CB04 IRAS gap survey that fellwithin 6Æ of the Gala
ti
 plane. The CB05 Stru
tured Ba
kground experiment observations on W3and the Rosette nebula are also in
luded as they are within 6Æ of the plane.� A single sub
atalog of sour
es from the CB04 IRAS gap survey that were greater than 6Æ from theGala
ti
 plane, sour
es in the LMC, and sour
es from the overlapping CB01 s
ans.� A sub
atalog of singleton sour
es observed only on a single s
an that derived from the �ve non-overlapping CB01 near-Sun zodia
al ba
kground s
ans, s
ans at the edge of the Gala
ti
 plane survey,and the edges of the LMC and Areas Missed by IRAS surveys.� A set of mini-
atalogs that 
ontain sour
es and photometry extra
ted from the raster s
anned obser-vations of galaxies and star-forming regions.The 
atalog �les are in ASCII format with entries as given in Table 11. The 
olumns are spa
e delimited(ex
ept for the variability, 
onfusion, and measurement reliability 
ags, whi
h are ea
h given as a blo
k),and were written out using the following FORTRAN format statement:2002 format(a23,1x,f9.4,1x,f9.4,2(1x,f4.1),1x,f5.1,1x,i3,& 6(1x,1pe12.4,i2,1x,0pf5.1,1x,f6.1,1x,f6.1,1x,i3,1x,f5.1),1x,6i1,1x,6i1,1x,6i1)The MSX 
atalog names of the sour
es have been de�ned a

ording to International Astronomi
al Union(IAU) 
onventions with a unique identi�er 
ombined with the position of the sour
e. In this 
ase, the MSXPSC V2.3 sour
es are named using the 
onvention MSX6C GLLL.llll�BB.bbbb, where MSX6C denotesthat this is MSX data run using Version 6.0 of the CONVERT software, and GLLL.llll�BB.bbbb gives theGala
ti
 
oordinates of the sour
e.For ease of handling, the main 
atalog is broken into six �les. The 
overage of the sub
atalogs is listedin the \Lo
ation" 
olumn of Table 12.3.1 Sour
e Statisti
sVersion 2.3 
ontains a total of 440,487 sour
es in the main 
atalogs. Of these, 431,711 are in
luded in theGala
ti
 plane survey (lying within jbj<6Æ), and 8,776 are in the areas missed by IRAS at latitudes higherthan jbj=6Æ or in the LMC. Given the 
hara
teristi
 sensitivities of the SPIRIT III infrared arrays, most(�73%) of the sour
es were only dete
ted in band A. The breakdown of sour
es with non-limit dete
tions(Qa�2) in ea
h band is given in Table 12.3.2 Flag Statisti
s3.2.1 Flux QualityThe 
ux quality 
ag, Qa, should, generally, be used to de
ide the trustworthiness of a quoted 
ux density.Table 13 details the number of sour
es in ea
h quality 
ategory for ea
h SPIRIT III radiometri
 band. Thestatisti
s are also given by sub
atalog region. To be in
luded in the 
atalog, there must be at least one bandfor whi
h Qa�2. 29



Table 11: Format of MSX Point Sour
e Catalog FilesColumn Format Field Unitsa23 Name25 f9.4 Right As
ension J2000 de
imal degrees35 f9.4 De
lination J2000 de
imal degrees45 f4.1 in-s
an un
ertainty (1�) ar
se
onds50 f4.1 
ross-s
an un
ertainty (1�) ar
se
onds55 f5.1 s
an angle degrees E of N61 i3 total number of sightings65 e12.4 Band B1 
ux density Jy77 i2 Band B1 
ux quality 
ag80 f5.1 Band B1 
ux un
ertainty (1�) %86 f6.1 Image extra
tion SNR value, Band B1 dete
tions93 f6.1 RMS automated extra
tion SNR value, Band B1 dete
tions100 i3 number of Band B1 dete
tions104 f5.1 variation of Band B1 measurements110 e12.4 Band B2 
ux density Jy122 i2 Band B2 
ux quality 
ag125 f5.1 Band B2 
ux un
ertainty (1�) %131 f6.1 Image extra
tion SNR value, Band B2 dete
tions138 f6.1 RMS automated extra
tion SNR value, Band B2 dete
tions145 i3 number of Band B2 dete
tions149 f5.1 variation of Band B2 measurements155 e12.4 Band A 
ux density Jy167 i2 Band A 
ux quality 
ag170 f5.1 Band A 
ux un
ertainty (1�) %176 f6.1 Image extra
tion SNR value, Band A dete
tions183 f6.1 RMS automated extra
tion SNR value, Band A dete
tions190 i3 number of Band A dete
tions194 f5.1 variation of Band A measurements200 e12.4 Band C 
ux density Jy212 i2 Band C 
ux quality 
ag215 f5.1 Band C 
ux un
ertainty (1�) %221 f6.1 Image extra
tion SNR value, Band C dete
tions228 f6.1 RMS automated extra
tion SNR value, Band C dete
tions235 i3 number of Band C dete
tions239 f5.1 variation of Band C measurements245 e12.4 Band D 
ux density Jy257 i2 Band D 
ux quality 
ag260 f5.1 Band D 
ux un
ertainty (1�) %266 f6.1 Image extra
tion SNR value, Band D dete
tions273 f6.1 RMS automated extra
tion SNR value, Band D dete
tions280 i3 number of Band D dete
tions284 f5.1 variation of Band D measurements290 e12.4 Band E 
ux density Jy30



Table 11: Format (
ont.)Column Format Field Units302 i2 Band E 
ux quality 
ag305 f5.1 Band E 
ux un
ertainty (1�) %311 f6.1 Image extra
tion SNR value, Band E dete
tions318 f6.1 RMS automated extra
tion SNR value, Band E dete
tions325 i3 number of Band E dete
tions329 f5.1 variation of Band E measurements335 i1 Band B1 variability 
ag336 i1 Band B2 variability 
ag337 i1 Band A variability 
ag338 i1 Band C variability 
ag339 i1 Band D variability 
ag340 i1 Band E variability 
ag342 i1 Band B1 
onfusion 
ag343 i1 Band B2 
onfusion 
ag344 i1 Band A 
onfusion 
ag345 i1 Band C 
onfusion 
ag346 i1 Band D 
onfusion 
ag347 i1 Band E 
onfusion 
ag349 i1 Band B1 measurement reliability 
ag350 i1 Band B2 measurement reliability 
ag351 i1 Band A measurement reliability 
ag352 i1 Band C measurement reliability 
ag353 i1 Band D measurement reliability 
ag354 i1 Band E measurement reliability 
ag3.2.2 VariabilityA variability 
ag of Va=1 denotes that the variation of the measurements over the MSX SPIRIT III missionis greater than 3�a. Table 14 lists the number of sour
es in ea
h band for ea
h sub
atalog that exhibitedvariability over the mission lifetime that are not likely to be due to statisti
al error in the measurements.3.2.3 ConfusionTable 15 reports the number of 
onfused sour
es in ea
h band in ea
h sub
atalog. As expe
ted, 
onfusion isan in
reasing problem toward the Gala
ti
 equator. The lowest 
onfusion density is away from the plane, inthe IRAS gaps.3.2.4 Measurement ReliabilityTable 16 lists the measurement reliability 
ag statisti
s for the entire PSC V2.3 for ea
h SPIRIT III spe
tralband. In this 
ase, a value of Ra=9 means that the sour
e was not dete
ted in band a. Most of the dete
tedsour
es in ea
h band fall in the Ra=0 
ategory, whi
h means that they �t the point sour
e fun
tion well.31



Table 12: Sour
e Count Numbers by Band and Lo
ationLo
ation B1 B2 A C D Ejbj > 6Æ2Æ < b � 6Æ0:Æ5 < b � 2Æ�0:Æ5 < b � 0:Æ5�2Æ < b � �0:Æ5�6Æ < b � �2ÆTotal
1111822864362692111495

1953555949517905213406
860068725863421064539179976898438817

6935847106071991112204693156193
6985653103211948111855667954687

37220133991100634908223523582Table 13: Statisti
s of Flux Quality FlagsB1 B2 A C D EQ = 0 jbj > 6Æ2Æ < b � 6Æ0:Æ5 < b � 2Æ�0:Æ5 < b � 0:Æ5�2Æ < b � �0:Æ5�6Æ < b � �2Æ 814166131818091002848766373783 823167099838721033818881474624 11881034991664 71525473363540686256614061053 72365654765424727436903662474 79416364676841882638132771154Q = 1 jbj > 6Æ2Æ < b � 6Æ0:Æ5 < b � 2Æ�0:Æ5 < b � 0:Æ5�2Æ < b � �0:Æ5�6Æ < b � �2Æ 52424684484658941842932 35013272113297725121781 584813435715124 93182011243218773137728942 84265811083415085112257773 46331225747898358813537Q = 2 jbj > 6Æ2Æ < b � 6Æ0:Æ5 < b � 2Æ�0:Æ5 < b � 0:Æ5�2Æ < b � �0:Æ5�6Æ < b � �2Æ 50751281869878 68132268402325182 17751844718239150871847518362 20617083191546635081963 19216013000494232461942 98589111423031316656Q = 3 jbj > 6Æ2Æ < b � 6Æ0:Æ5 < b � 2Æ�0:Æ5 < b � 0:Æ5�2Æ < b � �0:Æ5�6Æ < b � �2Æ 1736631046462 3885133227187139 19831551518147198751927217513 15512612352439327451578 18712392237399726051458 1514728791890999543Q = 4 jbj > 6Æ2Æ < b � 6Æ0:Æ5 < b � 2Æ�0:Æ5 < b � 0:Æ5�2Æ < b � �0:Æ5�6Æ < b � �2Æ 44719514610771 89138193322278200 48423476349956714915405241023 335287850641005259513390 319281350841054260043279 123952199858702593103632



Table 14: Statisti
s of Variability FlagsB1 B2 A C D EV = 1 jbj > 6Æ2Æ < b � 6Æ0:Æ5 < b � 2Æ�0:Æ5 < b � 0:Æ5�2Æ < b � �0:Æ5�6Æ < b � �2Æ 000000 000000 126079751113115499132498905 13411522073418828311197 82744145631882053815 20159269699437140
Table 15: Statisti
s of Confusion FlagsB1 B2 A C D EC = 1 jbj > 6Æ2Æ < b � 6Æ0:Æ5 < b � 2Æ�0:Æ5 < b � 0:Æ5�2Æ < b � �0:Æ5�6Æ < b � �2Æ 821491484825 21319391114 48318803528892243572368 181402961095486127 1687229967368123 2855218110436767

Table 16: Statisti
s of Measurement Reliability FlagsB1 B2 A C D ER = 0 22656 14236 430188 117482 104872 48126R = 1 1 3 6324 290 508 1175R = 2 3 6 3073 333 705 1579R = 9 417827 426242 902 322382 334402 389607
33



4 Analysis of the Content of the MSX Point Sour
e Catalog Ver-sion 2.34.1 Photometri
 A

ura
yIn 
ontrast to V1.2 of the PSC, whi
h relied on the CONVERT based radian
e 
alibration, we 
al
ulatedand applied 
alibration 
orre
tions to the 
ux density measurements extra
ted for V2.3. A

urate point-spread fun
tions (PSFs) derived from on-orbit measurements for three positions a
ross the fo
al plane in ea
hband were used in the PSX to produ
e more a

urate irradian
e measurements from the single s
an data.The PSFs used for the image-based photometry were either interpolated for the CB03 s
ans or averagedsuperpositions of the true PSF for the other images, then weighted by the smoothing fun
tions as des
ribedin Se
tion 2.4.4.The quoted 
ux error (as a per
entage of the sour
e 
ux) has been 
omputed for ea
h measurementas the root-sum-squared (RSS) of the formal extra
tion (PSF �tting) error and the instrument 
alibrationun
ertainty (dis
ussed in Se
tion 2.4.5 and listed in Table 9). Expressed mathemati
ally, the 
ux un
ertaintyfor a given band, a, is �flux;a =q�2fit;a + �2
al;a + �2truth;a: (34)For a large enough sample of stars with truth measurements, the standard deviation of this ensembleshould approa
h the un
ertainty we expe
t based on repeated measurements of the same star (pre
ision),as long as �fit;a in Equation (34) is negligible. We 
omputed the standard deviation and the mean absolutedeviation (MAD) of the distribution for the high quality measurement sample of 
alibration network stars inPSC V2.3 with 10<SNRPSX;a<1000, whi
h have relatively negligible �fit;a. The results for ea
h band aregiven in Table 17, along with the number of sour
es in ea
h sample and the absolute 
alibration error fromTable 9. For Bands B1, A, C, and D, the absolute 
alibration un
ertainty lies between the two deviationsin the sour
e distribution. For Band B2, both the standard and mean absolute deviations are larger thanexpe
ted from the 
alibration un
ertainty, while for Band E, the distribution is narrower than expe
ted inboth measures.The quoted 1� 
ux un
ertainty distributions for ea
h band for 
ux qualities Qa�2 are shown in Figures5 through 7. The high 
ux quality sour
es Qa=4 are plotted in green, the moderate 
ux quality, Qa=3, inblue, and the fair 
ux quality Qa=2 in red. As expe
ted, the highest 
ux qualities have the smallest 
uxun
ertainties, while the low 
ux quality sour
es have the highest un
ertainties, due to larger �tting errors.Table 17: Measured Flux Error by Spe
tral BandBand �CWW (%) MADCWW (%) NCWW RSS
al;truthB1 10.43 8.09 20 8.45B2 11.23 9.02 35 8.87A 5.48 3.92 83 4.14C 5.07 4.09 49 4.96D 6.87 4.99 43 6.09E 5.40 4.44 14 6.0334
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Figure 5: Quoted 1� 
ux un
ertainties for Bands B1 and B2.
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Figure 6: Quoted 1� 
ux un
ertainties for Bands A and C.35
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Figure 7: Quoted 1� 
ux un
ertainties for Bands D and E.
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Figure 8: Quoted 1� in-s
an (left) and 
ross-s
an (right) position un
ertainties of the Gala
ti
 plane 
atalogsour
es. 36



4.2 Astrometri
 A

ura
yThe in-s
an and 
ross-s
an positional un
ertainties listed in the 
atalog are determined by the formulasin Se
tion 2.4.2. If the error ellipses from 
on�rming s
ans were aligned, we simply took the RSS of theun
ertainties inherent in the point sour
e extra
tion pro
edure and the un
ertainty in the spa
e
raft attitudedetermination. Mathemati
ally, the in-s
an or 
ross-s
an un
ertainty of a single s
an is given by� =q�2pos + �2DAF : (35)For a given s
an, Pri
e et al. (2001) demonstrated that the revised de�nitive attitude �les (DAF) have in-s
an and 
ross-s
an global un
ertainties (�DAF ) on the order of 1:005 in ea
h dimension. The sour
e extra
tionpro
edure is able to �x the position of the PSF (�pos) in fo
al-plane 
oordinates within about 0.1 pixel, or�1:008 for both in-s
an and 
ross-s
an. This yields a typi
al error ellipse semi-major axis of �2:0034. For thoseareas of the sky for whi
h we have quadruply redundant s
ans, we expe
t to gain a fa
tor of two improvementin the positional un
ertainty. This translates to an expe
ted typi
al un
ertainty in the 
atalog of �100 inea
h dire
tion. In the following se
tions we examine the statisti
s of the quoted positional un
ertainties forthe Gala
ti
 plane and the IRAS gap 
atalogs, and estimate the true positional a

ura
y by 
omparing thepositions of 
atalog stars to those from the Ty
ho-2 astrometri
 
atalog.4.2.1 The Gala
ti
 PlaneQuoted Un
ertainties - The quoted in-s
an and 
ross-s
an 1� positional un
ertainties are shown in Fig-ures 8. The solid bla
k lines are the number of stars per bin, while the dashed bla
k lines shows the
umulative distribution of position un
ertainties for all Gala
ti
 plane 
atalog sour
es. The 
olored di�eren-tial histograms show the distribution of the position un
ertainties for the 430,217 sour
es with band A 
uxqualities of QA�2. These have been further broken down by QA with green denoting QA=4, red QA=3,and blue QA=2. Be
ause the 
ux quality 
ag is based on the SNR of the sour
e, the higher quality 
uxmeasurements also have less un
ertainty in their positions. The mean values of ea
h of these distributions
an be found in Table 18.Measured Position A

ura
y - The quoted position un
ertainties are derived from statisti
al errorsasso
iated with the point sour
e extra
tion and the un
ertainties inherent in the DAF. These numbers shoulda

urately re
e
t the trustworthiness of the quoted position. To test our results, we 
ross-referen
ed theMSX PSC V2.3 to the Ty
ho-2 
atalog (H�g et al. 2000). In order to avoid in
orre
t mat
hing of IR starswith nearby Ty
ho visible stars, we required that positionally mat
hed Ty
ho/MSX pairs also pass 
olor
riteria (Wright, Egan, and Pri
e 2002; Wright, Egan, and Pri
e in prep.). We de�ned�2 = 24 �r2in=2q(�2in Ty
ho + �2in MSX)=2352 + 24 �r2x=2q(�2x Ty
ho + �2x MSX )=2352 (36)where �in and �x are the 1-sigma in-s
an and 
ross-s
an errors, respe
tively, from the given 
atalog, and�rin and �rx are the in-s
an and 
ross-s
an 
omponents of the separation distan
e. Mat
hes were foundfor 30,745 stars with �2<18.5 and a (VT { [A℄) 
olor within 3� of the value expe
ted based on the spe
traltype or the (BT { VT ) 
olor (Wright et al. 2003). The results are shown in Figure 9, where the in-s
andistribution of error (truth position � MSX PSC position) is shown in bla
k, and the 
ross-s
an distributionin red. We �t a Gaussian model to ea
h distribution and in
lude the results in Table 18.37



The in-s
an and 
ross-s
an error distributions are very similar, and both show the same non-Gaussianwings. The wings are due to the fa
t that the distribution in either dire
tion is essentially the sum oftwo Gaussians: a relatively broad distribution 
orresponding to the QA = 2 obje
ts, and a mu
h narrowerdistribution 
orresponding to obje
ts with higher 
ux qualities, QA � 3. This is 
onsistent with Figure 8,and it is veri�ed in Figure 10, whi
h shows the QA = 2 and QA � 3 distributions for the in-s
an (bla
k) and
ross-s
an (red) positional di�eren
es. In both dire
tions, the Gaussian �t to the QA = 2 distribution has awidth of (QA = 2) �1:008, while the Gaussian �t to the QA � 3 distribution in ea
h dire
tion has a width of(QA � 3) �0:008.The distributions of position di�eren
es are very 
lose to Gaussian when separated by 
ux quality 
ag.The mean quoted un
ertainties tend to be larger than the a
tual errors derived in this analysis, whi
hsuggests that the quoted positional un
ertainties are slightly overestimated. This is 
onsistent with Figure11, in whi
h we show the 
umulative �2 distribution for the MSX/Ty
ho-2 mat
hes as a solid line, and theexpe
ted distribution for a two-dimensional Gaussian as a dashed line. We see that there is a moderateex
ess of obje
ts with small values of �2, whi
h is what we would expe
t to see if the quoted un
ertaintiesare somewhat overestimated.4.2.2 The jbj > 6Æ CatalogWe also independently examined the positional a

ura
ies of the stars in the high latitude 
atalog to explorethe possibility that the di�eren
e in s
an pattern with respe
t to the Gala
ti
 plane might have introdu
eda di�erent behavior to the in-s
an and 
ross-s
an error. We �nd that both the measured errors and quotedun
ertainties in the IRAS gaps and LMC are somewhat larger than those found in the Gala
ti
 plane.Quoted Un
ertainties - The quoted 1� un
ertainty in in-s
an and 
ross-s
an position is shown inFigure 12. The bla
k line shows the distribution of un
ertainties for the 8,600 sour
es with QA � 2. As inthe Gala
ti
 plane �gures, green denotes QA = 4, red denotes QA = 3, and blue denotes QA = 2. The meanvalues of ea
h of these distributions are listed in Table 18.Measured Position A

ura
y - Cross referen
ing of the MSX PSC to the Ty
ho-2 
atalog usingthe mat
hing and 
on�rmation 
riteria des
ribed above produ
es 6,141 mat
hes in the high latitude CB04,CB01, and LMC data. This means that �71% of the sour
es 
atalogued with Gala
ti
 latitude jbj > 6Æ aremat
hed to a Ty
ho-2 star. Histograms of the in-s
an and 
ross-s
an positional di�eren
es were 
omputedand the results are shown in Figure 13. A Gaussian model �t was made to ea
h distribution and the resultingwidth parameter for ea
h model is listed in Table 18. The � values of the Gaussian �ts are quite similar tothe mean measured un
ertainties in the in-s
an and 
ross-s
an dire
tion but the in-s
an error is somewhatlarger than the 
ross-s
an error. As with the Gala
ti
 plane, the mean quoted un
ertainties tend to be largerthan those a
tually measured and the e�e
t is more pronoun
ed than in the Gala
ti
 Plane. This shows upin Figure 14 as a signi�
ant ex
ess of obje
ts with small values of �2 in the 
umulative �2 distribution forthe MSX/Ty
ho-2 mat
hes plotted against the expe
ted distribution.The histograms may be represented by a 
ombination of two Gaussian distributions: a relatively broaddistribution 
orresponding to stars with QA = 2 and a narrower distribution 
orresponding to stars withQA � 3, just as in the Gala
ti
 plane. The Gaussian �t to the QA = 2 distribution has a width of (QA = 2)�1:006 in the in-s
an dire
tion, and (QA = 2)�1:008 in the 
ross-s
an dire
tion, while the Gaussian �t to theQA � 3 distribution has a width of (QA � 3)�1:001 in the in-s
an dire
tion, and (QA � 3)�1:000 in the
ross-s
an dire
tion.
38



Figure 9: Comparison of the di�eren
e between the position of sour
es in the MSX PSC V2.3 and Ty
ho-2.The in-s
an histogram of the di�eren
es are in bla
k and 
ross-s
an in red. The dashed lines are Gaussian�ts to the histograms.

Figure 10: Position error (truth-measured) distribution of Gala
ti
 plane sour
es with (left) QA=2 and(right) QA�3. 39



Figure 11: Distribution of the �2 statisti
s for the PSC V2.3 mat
hes to the Ty
ho 2 
atalog in the Gala
ti
plane.
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Figure 12: Quoted 1� in-s
an (left) and 
ross-s
an (right) position un
ertainties of the high latitude 
atalogsour
es. 40



Figure 13: Histograms of the positional di�eren
e between MSX PSC V2.3 high latitude sour
es and Ty
ho-2
atalog positions. The in-s
an histogram of the positional di�eren
es are in bla
k and the 
ross-s
an valuesin red. The dashed lines are gaussian �ts to the histograms.

Figure 14: Distribution of the �2 statisti
s for PSC V2.3 mat
hes to the Ty
ho 2 
atalog for the sour
es inthe high latitude 
atalog. 41



Table 18: MSX PSC V2.3 Positional Un
ertaintiesh�quotedi�FIT (QA � 2) (QA = 4) (QA = 3) (QA = 2)Gala
ti
 Plane in-s
an 1:0012 1:0028 0:0081 1:0069 2:0021Gala
ti
 Plane 
ross-s
an 1:0011 1:0025 0:0080 1:0064 2:0013jbj>6 in-s
an 1:0028 1:0064 1:0024 1:0090 2:0044jbj>6 
ross-s
an 1:0032 1:0062 1:0023 1:0088 2:00384.3 ReliabilityTo in
rease the reliability of PSC V2.3 over that in V1.2, we 
hanged the sour
e a

eptan
e and 
ux quality
riteria from the N out of M type sele
tion 
riteria used in V1.2 (and the IRAS PSC) to a signal-to-noisebased 
ut-o�. The overly generous N measurements out of M opportunities 
riterion used for V1.2 produ
estoo many spurious sour
es in regions where there were more than the nominal number of MSX s
ans inthe sky adopted for the value of M, su
h as where the IRAS gap s
ans 
rossed the Gala
ti
 plane or nearthe e
lipti
 poles. For example, a value of M=6 was adopted for the IRAS gaps as this was the number ofoverlapping s
ans at the e
lipti
 plane: M 
ould be larger at higher e
lipti
 latitudes. This problem in V1.2was a
knowledged in Se
tion 8.1.3 of the V1.2 Explanatory Guide (Egan et al. 1999) but was not properlyaddressed. This problem was also been noted by Lumsden et al. (2002).We used a SNR 
ut-o� 
riterion for V2.3 of the PSC and argue in the following sub-se
tions that our
hoi
e results in a 
atalog that is both reliable and 
omplete to the lowest possible level. The 
ux quality
ags also re
e
t limits that 
orrespond to a 
ertain level of reliability in the 
atalog, based on the testsoutlined below.4.3.1 Root-mean-square SNR from PSX Automated Extra
tionWe 
al
ulated the RMS average SNR for the automated PSX results as:SNRPSX =vuuut NPi=1 SNR2PSX;iN (37)where there are N PSX measurements, ea
h with an asso
iated signal to noise ratio, SNRPSX;i for s
an i.The relationship between SNRPSX and the signal-to-noise ratio expe
ted from the image-based extra
tion,SNRim 
an be illustrated as follows. Assume that there are four s
ans of a region, ea
h with identi
alvalues of noise and that the PSX produ
es four measurements with the same SNR. In this 
ase, N = 4,SNRPSX;i=SNR, and SNRPSC =vuuut NPi=1 SNR2PSX;iN =s4SNR2PSX;i4 = SNR: (38)The image at the position of the sour
e was 
reated by 
oadding the data from the four s
ans. Consequently,we expe
t the noise level to be redu
ed by a fa
tor of two (pN ) in the image-based extra
tion, and the42
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Figure 15: SNR from the image-based photometry 
ompared to weighted PSX SNR for 
andidate sour
edata in the region �2<l<�0.5.signal-to-noise ratio for this sour
e to be in
reased by the same amount, soSNRim = pNSNR: (39)Thus, in general, we expe
t that SNRim = pNSNRPSX (40)for sour
es in PSC V2.3. Figure 15 shows that this is, indeed, a good approximation.4.3.2 The Large Magellani
 Cloud as a Test of ReliabilityThe sour
es extra
ted from the DCEs 
overing the LMC were used to as
ertain the reliability of extra
tionsas a fun
tion of the signal to noise in an image prior to 
ompilation of the PSC V2.3. The PSX extra
tedsour
es and 
uxes from the individual LMC s
an legs that had an SNRPSX;i > 2:7 for an individual MSXBand A observation. Generally, the LMC was surveyed with four-fold redundan
y. Sour
es from theindividual s
ans were merged and the RMS SNRPSX for the redundant measurements were 
al
ulated asdes
ribed above. Twenty-�ve 2Æ � 2Æ images with 600 grid spa
ing were 
reated that 
over the entire LMCarea surveyed in a manner similar to that des
ribed by Pri
e et al. (2001). About 1,500 of the 
andidatepoint sour
es were visually examined on the 
o-added images and a notation was made as to whether ornot a point sour
e 
ould be dete
ted by visual inspe
tion at ea
h sour
e position. Grays
ale images and3-D surfa
e plots of a 12000�12000 window 
entered on the 
oordinates of ea
h sour
e were examined fora PSF-like stru
ture. Extended sour
es were a

epted as \real" sour
es. The SNR of ea
h real sour
e inthe image should be about a fa
tor of pN greater than the weighted mean 
ux from the single s
an PSXextra
tion. 43
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Figure 16: Cumulative distribution of the 1,500 LMC sour
e 
andidates as a fun
tion of weighted SNR.Bla
k histogram shows fra
tion with visible sour
e on 
o-added image plate, red histogram are 
andidatesnot dete
table on 
o-added image.The results of this analysis are shown in Figure 16. The bla
k 
umulative distribution shows the fra
tionof sour
es in ea
h SNR bin that were deemed to be real in the images. The red distribution quanti�esthe sour
es that were not seen in the 
o-added image data and, therefore, were judged likely to be spuriousdete
tions in the single s
an, tra
eable to noise spikes. The plot shows that extra
tions with SNRPSX>4.5in the LMC data have very high reliability, approa
hing 100%, while for SNRPSX<4 a given sour
e is lessthan 50% likely to be real.4.3.3 Sour
e Reliability and Relation to Flux Quality FlagsWe used the expe
ted reliability based on the LMC analysis to set the 
ux quality 
ags by tying them to theexpe
ted reliability limits for the 
atalog. We examined the 
andidate point sour
es in the Gala
ti
 latituderange �2<b��0:5. We extrapolated the expe
ted reliability for a single s
an RMS SNR to the image-basedphotometri
 SNR. We expe
t sour
es with an SNRim>4.5 to be highly reliable. This 
riterion requiressingle PSX measurements of sour
es to have SNRPSX>4.5/pN . Thus, sour
es with SNRPSX>4.5/pNwere deemed to be real and those with SNRPSX<4.5/pN to be spurious. The 
umulative distribution ofthe SNR from the image-based photometry, SNRim, is shown in Figure 17. Sour
es with SNRPSX>4.5/pNare plotted in bla
k and the sour
es for whi
h SNRPSX<4.5/pN are in red.More than 99% of the sour
es with SNRim>10 are expe
ted to be real as judged by their SNRPSXvalue. The sour
es have equal probability of being real or spurious at SNRim�4. We have set the minimumreliability in the MSX PSC to be 80%, whi
h o

urs at SNRim=5. Approximately 95% of sour
es are realat SNRim=7. Therefore, we 
an tra
e sour
e reliability dire
tly to the 
ux quality 
ag: a sour
e with amaximum 
ux quality 
ag of 4 and SNRim � 10 is reliable at the >99% 
on�den
e level. The reliability44



of 
ux quality 
ag = 3 sour
es will be at least 95%, and a 
ux quality 
ag of 2 implies a reliability for thesour
e of >80%.4.4 CompletenessCompleteness is a diÆ
ult quantity to judge, espe
ially in regions of high 
onfusion and 
omplex, stru
turedemission su
h as along the Gala
ti
 plane. We estimated the 
ompleteness limits of PSC V2.3 both statisti-
ally, through the behavior of the di�erential and 
umulative sour
e 
ounts in ea
h band, and by 
omparingthe 
atalog sour
es to a more extensive extra
tion of stars from two of the MSX deep raster s
ans.4.4.1 Flux HistogramsWe examined the di�erential and 
umulative sour
e 
ounts in ea
h band for the high latitude sub
atalogand by quadrant for ea
h of the �ve Gala
ti
 plane sub
atalogs. We �t a linear slope to ea
h 
umulativedistribution and �nd as expe
ted that the slopes in the logN� logF plots are shallower than those predi
tedby a Eu
lidean sour
e distribution (m � �3=2). The slopes are generally 
onsistent from band-to-band forea
h region. The steepest slope o

urs in the �rst quadrant (0Æ < l � 90Æ), while the shallowest slope isseen in the high latitude data, whi
h lies between Gala
ti
 latitudes of 6Æ and 80Æ. We also �nd that the
umulative sour
e 
ount slope is higher, by about 20%, in the B bands in all regions, whi
h is likely dueto the fa
t that the lower sensitivity B band data sample only relatively nearby stars whi
h approximate auniform density distribution.The 
atalog 
ompleteness is estimated in two ways. First, the 
ompleteness is determined from theturnover point in the di�erential sour
e 
ounts. Se
ond, it is estimated from the fra
tion of sour
es seenin the 
umulative distribution versus the number expe
ted from the linear �t to the distribution. Thislatter method is somewhat problemati
 in the �rst and se
ond quadrants of the Milky Way, where Gala
ti
stru
tures (primarily the bulge and spiral arms) 
ause deviations from a linear slope to the sour
e 
ounts takenover su
h large areas. However, the plots should give a reasonable indi
ation of the 
atalog 
ompleteness.Band B1 Figure 18 shows di�erential and 
umulative sour
e 
ounts in Band B1 from the high latitude
atalog. The di�erential sour
e 
ounts for the highly reliable 
ux measurements (Q�2) rise to about 30 Jy,then 
atten out and fall o� 
ompletely by 10 Jy. The sour
e 
ounts with lower quality 
agged 
uxes (Q=1)
ontinue to rise below 30 Jy, peak at 20 Jy, then gradually de
line to a minimum measured 
ux of �3 Jy.Comparison of the red and bla
k dashed lines in the 
umulative sour
e 
ounts indi
ates that in
luding theQ=1 sour
es results in a deviation from the linear logN � logF behavior, whi
h is likely due to the 
uxoverestimation in the lowest SNR sour
es. In the high latitude region, the B1 data appear to be 
ompletedown to 30 Jy, and likely to 20 Jy if Q=1 sour
es are in
luded.The Band B1 di�erential and 
umulative 
ounts of sour
es in the Gala
ti
 plane are shown in Figure 19,subdivided into quadrants. The di�erential sour
e 
ounts for the highly reliable 
ux measurements (Q�2)also rise to about 30 Jy, then roll over and fall o� by 20 Jy. The se
ondary peak between 3 and 12 Jy is dueto faint sour
es extra
ted from the CB03 deep s
an images within the Gala
ti
 plane; the sour
e 
ounts inthe other MSX bands in the Gala
ti
 plane show a similar se
ondary peak. The images from the CB03s areapproximately a fa
tor of 6 more sensitive than the regular survey images, and therefore augment the lower
ux density numbers in the 
atalog. The lower quality 
agged 
uxes (Q=1) also show a similar behavior asin the high latitude data, though the minimum dete
table 
ux in the CB03 deep-s
an regions is �1 Jy.45
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Figure 17: Reliability of image extra
ted sour
es under the assumptions given in Se
tion 4.3.3.
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Figure 18: Band B1 sour
e 
ounts (di�erential - solid line; 
umulative - broken line) for the high latitude
atalog. The bla
k lines are those sour
es with Q�2, the 
yan line shows sour
es with Q=1, and the reddashed line plots 
umulative sour
e 
ounts for Q�1. The blue broken line is a linear �t to the 
umulativesour
e distribution between 30 and 150 Jy. 46
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Band B1, Quadrant IV
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Figure 19: Band B1 sour
e 
ounts (di�erential - solid line; 
umulative - broken line) by Gala
ti
 quadrant.The lines are as for Figure 18.
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Band B2
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Figure 20: As for Figure 18, but for Band B2Band B2 The Band B2 di�erential and 
umulative sour
e 
ounts are shown in Figure 20 for the highlatitude sub
atalog. The di�erential sour
e 
ounts for the highly reliable 
ux measurements (Q � 2) showan in
rease in 
umulative 
ounts to about 12 Jy, after whi
h they 
atten out and fall o� 
ompletely by 3Jy. The lower quality 
uxes (Q = 1) 
ontinue to rise below 12 Jy, peak at 8 Jy, then gradually de
line,with a minimum measured 
ux of �1.5 Jy. Comparing the red and bla
k lines in the 
umulative sour
e
ounts indi
ates that in
luding the Q = 1 sour
es results in a slight ex
ess over the linear logN� logF trendat fainter 
uxes. The size of this ex
ess indi
ates that we are seeing somewhat less 
ux overestimation inthe lowest SNR sour
es than is seen in Band B1. The better noise 
hara
teristi
s of the B2 data is likelyresponsible for this. The B2 data appear to be 
omplete down to 12 Jy in the high latitude sub
atalog, andlikely to 8 Jy with in
lusion of the Q = 1 sour
es.Figure 21 shows di�erential and 
umulative sour
e 
ounts for the B2 band sour
es from the Gala
ti

atalog. Here the di�erential sour
e 
ounts for the highly reliable 
ux measurements (Q � 2) rise untilabout 12 Jy, then roll over and fall o� by 8 Jy. There is a se
ondary peak between 1 and 5 Jy from theCB03-based extra
tions. Again, from the 
umulative sour
e 
ounts and the linear �t, we see that the Q = 1sour
es introdu
e slight 
ux overestimation in the 
ux bins below 10 Jy in the �rst quadrant, but this e�e
tis minimal or absent in the other quadrants. This indi
ates that the Q = 1 sour
e 
uxes may be in
luded inthe 
ompleteness estimate. Therefore, it appears that the survey is > 90% 
omplete in Band B2 above 10Jy, and > 50% 
omplete above �4 Jy.Band A Figures 22 and 23 show the sour
e 
ounts in Band A out of and in the Gala
ti
 plane, respe
tively.The number of sour
es in the 
atalog with QA = 1 is negligible 
ompared to the other bands. This resultsfrom the 
ombination of the normal 
olors of astronomi
al sour
es and the fa
t that Band A is at least48
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Band B2, Quadrant IV
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Figure 21: As for Figure 19, but for Band B2.
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Figure 22: As for Figure 18, but for Band A.10 times more sensitive than any of the other bands. Only a few sour
es are dete
ted with the highestSNR in any band other than Band A, so the Band A measurement generally has the highest quality 
uxmeasurement. Sin
e Band A photometry has the highest quality, and with Qa > 1 in at least one bandrequired for in
lusion in the main 
atalog, few QA = 1 sour
es are 
ontained in the 
atalog.The Band A di�erential sour
e 
ounts (Figure 22) peak at 125 mJy in the high latitude 
atalog, thoughthe deviation from the linear slope in this histogram and in the 
umulative sour
e 
ounts indi
ates that the�0.8 dex bin is the last 
omplete 
ux bin. This 
orresponds to 158 mJy, or mag 6.4 in Band A.Figure 23 shows di�erential and 
umulative sour
e 
ounts for the A band sour
es from the Gala
ti
plane 
atalog. As for the high latitude data, the di�erential 
ounts begin to roll over at 158 mJy, and droppre
ipitously below 100 mJy. There are several thousand sour
es between 20 and 100 mJy, primarily fromthe sour
e extra
tions in the CB03 deep s
ans. The linear �t to the 
umulative sour
e 
ounts in the se
ondand third quadrants has a slope of � �1, 
onsistent with a disk of uniform density. In the �rst and fourthquadrants, these slopes steepen slightly to �1.3 and �1.2 respe
tively, and deviate from linear behavior. The
attening of the slope below 1 Jy (mag 4.4) is 
onsistent with the sour
e 
ount 
attening for sour
es fainterthan 5th mag in the IRAS 12 �m band in the inner Galaxy expe
ted by Wains
oat et al. (1992) in theirmodel of the Galaxy. Assuming that this 
attening re
e
ts the a
tual behavior of the sour
e 
ounts, andthat the turnover in the di�erential sour
e 
ounts re
e
ts the 
ompleteness limit of the survey, we estimatethat the 
atalog is > 90% 
omplete in Band A down to a 
ux limit of �158 mJy (mag 6.4) and > 50%
omplete above 125 mJy.Band C Figure 24 shows di�erential and 
umulative sour
e 
ounts for the C band sour
es from the highlatitude 
atalog. The di�erential sour
e 
ounts for the highly reliable 
ux measurements (Q � 2) show the50
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Band A, Quadrant II
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Band A, Quadrant IV
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Figure 23: As for Figure 19, but for Band A.
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Figure 24: As for Figure 18, but for Band C.sour
e 
ounts rising until about 1.25 Jy. The Q = 1 sour
es 
ontinue to rise through 1 Jy, although some biasof these 
ounts due to 
ux overestimation is apparent. The minimum measured 
uxes in the high latitude
atalog are �0.25 Jy. The high latitude Band C data appear to be 
omplete down to 1 Jy with in
lusion ofthe Q = 1 sour
es.In the Gala
ti
 
atalog (Figure 25), the di�erential and 
umulative sour
e 
ounts for the C band sour
eshave slopes 
onsistent with those found for Band A. The di�erential sour
e 
ounts for the highly reliable 
uxmeasurements (Q � 2) peak at 1.2 Jy, and the Q = 1 sour
e 
ounts peak at 1 Jy. The 
umulative sour
e
ounts show that the 
ux overestimation is minor (resulting in < 20% ex
ess 
ounts in the 1 Jy bin) for theQ = 1 sour
es. In
luding all Band C measurements in the 
umulative 
ompleteness estimate, the 
atalog
ontains > 90% of all sour
es brighter than 0.7 Jy, and is >50% 
omplete for sour
es brighter than 0.3 Jy.Band D The Band D high latitude data (Figure 26) show similar behavior to that seen in Band C,although Band D is slightly more sensitive. The Band D di�erential sour
e 
ounts for the highly reliable 
uxmeasurements (Q � 2) rise to the 0.8 Jy bin. The Q = 1 sour
es exhibit a similar in
rease but also show aplateau of 
onstant 
ounts down to 0.3 Jy before dropping o�. The minimum measured 
uxes in the highlatitude 
atalog are �0.2 Jy. In the high latitude region, the Band D data appear to be 
omplete down to0.8 Jy.In the Gala
ti
 
atalog (Figure 27) the di�erential and 
umulative sour
e 
ounts for Band D again haveslopes 
onsistent with those found for Band A in ea
h quadrant. The di�erential sour
e 
ounts for thehighly reliable 
ux measurements (Q � 2) peak at 1 Jy, and the Q = 1 sour
e 
ounts peak at 0.6 � 0.8Jy, depending on the quadrant. The 
umulative sour
e 
ounts, like those in Band C, show that the 
uxoverestimation is minor (resulting in < 20% ex
ess 
ounts in the peak bins) for the Q = 1 sour
es. In
luding52
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Band C, Quadrant IV
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Figure 25: As for Figure 19, but for Band C.
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Band D
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Figure 26: As for Figure 18, but for Band D.all Band D measurements, we estimate 
umulative 
ompleteness of > 90% of sour
es brighter than 0.5 Jy,and > 50% for sour
es brighter than 0.3 Jy.Band E Fewer than 1000 sour
es were dete
ted in the high latitude 
atalog be
ause of the poor sensitivityof Band E. The di�erential and 
umulative sour
e 
ounts from su
h a limited sample, shown in Figure28, resulted rather ragged statisti
s. The Band E statisti
s are most similar to the Band B results. Thedi�erential sour
e 
ounts have a wide plateau between 1.5 and 50 Jy, with �20 sour
es in ea
h 0.1 mag binfor the highly reliable 
ux measurements (Q � 2). Like the B band data, there are a large number of lowSNR (Q = 1) 
ux measurements that, in this 
ase, lie between 0.3 and 4 Jy.The mu
h larger numbers of Band E sour
es available in the Gala
ti
 plane 
atalog (Figure 29) permitmeaningful estimates of the 
atalog 
ompleteness in ea
h of the four quadrants. The 
umulative sour
e
ounts in these �gures do not follow the Band A slopes as 
losely as Bands C and D. Instead, the �rst andfourth quadrants have uniform disk-like slopes of � �1, while the se
ond and third quadrants have 
atterslopes, � �0:84. There is eviden
e from these sour
e 
ounts that a large fra
tion (�50% in the peak bins)of sour
es have a large 
ux overestimation bias in the Q = 1 subset. This is 
onsistent with the poor noise
hara
teristi
s of the Band E data. The di�erential sour
e 
ounts for the Q � 2 
ux measurements peakaround 3 Jy, with slightly better performan
e seen in the inner Galaxy versus the outer Galaxy. The Q = 1sour
e 
ounts peak at �2.5 Jy, with a plateau to 1 Jy. The se
ondary peak between 0.2 and 1.0 Jy arisesfrom the faint sour
es extra
ted from the CB03 Deep image data. In
luding Band E measurements of all
ux qualities, we estimate 
umulative 
ompleteness of > 90% of sour
es brighter than 1.5 Jy, and > 50% forsour
es brighter than 1 Jy. Table 19 summarizes the in-plane 
ompleteness estimates for the MSX bands.54
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Figure 27: As for Figure 19, but for Band D.
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Figure 28: As for Figure 18, but for Band E.4.4.2 Comparison of Catalog Band A Sour
es with Deep Survey Image DataTo verify the 
ompleteness levels estimated in Se
tion 4.4.1, we 
ompared the PSC V2.3 sour
es with anindependent extra
tion made using DAOPHOT on two deep CB03 image plates. The CB03 images were
reated from raster s
anned DCEs with 25 raster legs and exe
uted at a s
an rate �2.5 times slower than thenominal rate used for the 180Æ long Gala
ti
 Plane Survey s
ans. We expe
t the noise level in these imagesto be approximately 7.5 times lower than a single CB02 long s
an. Therefore, sour
es with an SNRPSX of 5would be SNR�38 sour
es in the CB03 images. By 
omparing the 
atalog data to the more 
omplete deeps
an observations, we 
an a

urately judge the 
ompleteness limits of PSC V2.3.We examined �1 square degree from ea
h of two deep s
ans: CB03 25 between 6:Æ6<l<7:Æ4, 0:Æ5<b<1:Æ6and CB03 32 between 32:Æ6< l <33:Æ4, 0:Æ5<b<1:Æ5. In Figures 30 and 31, the bla
k lines display the di�erential(solid line) and 
umulative (dashed) histograms per magnitude bin of the Band A 
ux density distributionof sour
es in the PSC V2.3; and the red lines are the 
orresponding histograms derived from DAOPhotextra
tions from the CB03 Deep S
an images. The blue histogram in ea
h plot is the 
ux distribution ofthe sour
es extra
ted ONLY from the DAOPhot run. Figure 30 shows the results for the CB03 25 region.We 
on
lude that the PSC V2.3 is 100% 
omplete at 100 mJy in this region. The 50% 
ompleteness limit,de�ned as the 
ux at whi
h the PSC V2.3 
ontains only half of the sour
es reported in that 
ux bin by theDAOPHOT results, is at �50 mJy. The CB03 32 region results are very similar, with Figure 31 showing100% 
ompleteness to 
ux bins of 70 mJy and brighter, and a 50% 
ompleteness level seen at 40 mJy.For bands other than A, both the PSX and DAOPHOT extra
ted the same sets of sour
es, indi
atingthat the 
atalog approa
hes 100% 
ompleteness in these other bands, to the sensitivity limit of the MSXimage data. 56
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Figure 29: As for Figure 19, but for Band E.
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Figure 30: Band A sour
e 
ounts for CB03 25 region.
Band A, CB03_32 region

-2 -1 0 1 2
log [F(Jy)]

1

10

100

1000

N
u

m
b

er

Figure 31: Band A sour
e 
ounts for CB03 32 region.58



Table 19: PSC V2.3 In-Plane Completeness EstimatesBand &50% &90%B1 10 Jy 20 JyB2 4 10A 0.125 0.158C 0.3 0.7D 0.3 0.5E 1.0 1.5
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Figure 32: Spatial distribution (Gala
ti
 
oordinates) of sour
es in the singleton 
atalog.4.5 Singleton Sour
es Sub
atalogAs a supplement to PSC V2.3 we have in
luded a �le 
ontaining sour
es that were extra
ted from only asingle s
an, but whi
h passed the 
ux quality 
riteria required for 
atalog a

eptan
e. A total of 12,179sour
es are in
luded in the singleton 
atalog. Of these, 11,802 have Band A measurements with QA � 1. Forthe remaining bands, the breakdown of singleton sour
es with Qa � 1 is: B1:380; B2:334; C:3772; D:3415;E:1842. The spatial distribution of the singleton sour
es is shown in Figure 32. The primary sour
es ofsingletons are the CB01 s
ans, the edges (jbj > 4:5) of the Gala
ti
 plane survey and IRAS gap surveys,the mis-programmed anti-
enter CB02, and a 
luster of sour
es near the Gala
ti
 
enter. Histograms of thedistribution in Gala
ti
 
oordinates are shown in Figures 33 and 34.Figures 35 through 38 detail the di�erential and 
umulative sour
e 
ounts as a fun
tion of sour
e 
ux forthe singleton 
atalogs in Bands A through E. We do not show the B bands be
ause of the small number ofsour
es. These data exhibit behavior similar to that seen in the main 
atalog, whi
h gives 
on�den
e in thereliability of the singleton sour
es. As outlined by Pri
e et al. (2001), the image 
onstru
tion took pains toremove asteroids, resident spa
e obje
ts, and artifa
ts that might have 
ontaminated the singleton �les.59
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Figure 33: Gala
ti
 longitude distribution of singleton sour
es.
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Figure 34: Gala
ti
 latitude distribution of singleton sour
es for (left panel) - full 
atalog; (right panel) -Gala
ti
 plane. 60



Band A, Quadrant I

-2 0 2 4
log [F(Jy)]

100

101

102

103

104

105

N
u

m
b

er

Band A, Quadrant II

-2 0 2 4
log [F(Jy)]

100

101

102

103

104

105

N
u

m
b

er

Band A, Quadrant III

-2 0 2 4
log [F(Jy)]

100

101

102

103

104

105

N
u

m
b

er

Band A, Quadrant IV

-2 0 2 4
log [F(Jy)]

100

101

102

103

104

105

N
u

m
b

er

Figure 35: Sour
e 
ounts for the singleton sour
es in Band A. Colors and line styles as for Figure 27.
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Figure 36: As for Figure 35, but for Band C.
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Figure 37: As for Figure 35, but for Band D.
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Figure 38: As for Figure 35, but for Band E.
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4.6 Low Reliability Sour
e FileWe also in
lude a supplemental faint sour
e reje
t �le 
ontaining sour
es with image-based signal-to-noiseratios between three and �ve. An analysis of the images and the fa
t that many of these sour
es were observedmultiple times indi
ates they are in fa
t real. We expe
t, though, based on the analysis in Se
tion 4.3, thatthese obje
ts have a reliability of <80%. This �le also 
ontains 75,644 sour
es. In this 
ase, the maximum
ux quality in any band is QA = 1. The distribution of measurements is: A:75127; B1:4029; B2:1960;C:4481; D:4090; E:4671. Some of these are extended obje
ts, or point sour
es embedded in extended di�useemission. The di�erent te
hniques used for ba
kground estimation between the PSX and the image-basedextra
tion resulted in many faint sour
es embedded in emission to have lower SNRim than SNRPSX : Figures39 through 44 detail the di�erential and 
umulative sour
e 
ounts as a fun
tion of sour
e 
ux for the lowreliability 
atalogs.4.7 Mini-Catalogs of Sele
ted AreasThe Version 2.3 release of the MSX Point Sour
e Catalog also 
ontains mini-
atalogs of sour
es for a numberof isolated regions surveyed in raster s
an mode. The pro
essing was analogous to that for the main surveys,ex
ept that ea
h region 
overed an area from one to �20 square degrees. Also, there was usually no temporal
overage, whi
h rendered the variability 
ags moot, and individual s
an legs were treated as separate eventsfor PSX extra
tion redundan
y. The targets within these regions 
onsisted of galaxies (the LMC was in
ludedin the high latitude sub
atalog), star forming and HII regions (W3 and the Rosette nebula were in
luded inthe Gala
ti
 plane sub
atalogs), and three \blank" �elds at high Gala
ti
 latitude.The PSX sour
e extra
tor was run for about half the �elds by treating ea
h s
an leg as an individuals
an. The position priors for eight of the galaxies, M31, NGC253, M33, NGC4631, NGC4945, NGC5055,M83, and M101, were extra
ted from the Band A images by Kraemer et al. (2002) using the DAOPHOTFIND routine, as mentioned in Se
tion 1.2.3, as were the positions of the Band A sour
es for the Orionregion (Kraemer et al. 2003). The DAOPHOT extra
tions were done before the PSX routines were runand, given the detailed assessment of the results by Kraemer et al. (2002, 2003), little 
ould be added byusing PSX. The image-based photometry on these �elds used the positions determined by Kraemer et al.,whi
h were also asso
iated with obje
ts in SIMBAD.Pointing and Registration The DAF improvement pro
edures for the mini-
atalog observationsare similar to those for raster s
an DCEs dis
ussed by Pri
e et al. (2001). However, there are somedi�eren
es that arise from the fa
t that these observations have fewer astrometri
 sour
es, whi
h result inlarger positional errors. We des
ribe the pro
essing for the galaxy images to highlight the issues.The �rst step was to register the s
an-to-s
an o�sets. MSX dete
ted fewer than eight astrometri
 starson ea
h s
an leg for three of the galaxies. For these DCEs, the average deviations between the in-s
anand 
ross-s
an astrometri
 sour
es and the MSX positions extra
ted for ea
h s
an leg were 
al
ulated andapplied to the pointing as an initial re�nement. This 
oarse adjustment was ne
essary be
ause the individuallegs exhibited large o�sets from astrometri
 truth and from ea
h other. Least squares 
ubi
 splines were �tto the in-s
an and 
ross-s
an deviations for ea
h s
an leg as a fun
tion of time for those galaxies, su
h asM31, that had eight or more mat
hes between astrometri
 stars and sour
es in an individual leg. The splineknots were spa
ed to in
lude minimum of four position updates between knots, and at least two knots areneeded to des
ribe the spline. The spline �ts were veri�ed by visual inspe
tion to make sure that they didnot \wander" ex
essively between knots. Subsequently, iterations were made to re�ne the registration of theindividual s
an legs to the sour
e positions averaged over all legs. The positions of the astrometri
 sour
es65
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Figure 39: Band B1 sour
e 
ounts as a fun
tion of brightness for the PSC V2.3 low reliability �le. Solid lineshows 
ounts per bin, broken line shows 
umulative sour
e 
ounts.
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Figure 40: As for Figure 39, but for Band B2:
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Figure 41: As for Figure 39, but for Band A.
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Figure 42: As for Figure 39, but for Band C.
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Figure 43: As for Figure 39, but for Band D.
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Figure 44: As for Figure 39, but for Band E.
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were in
luded in the registration on even iterations. The solution 
onverged within the four iterationsperformed for all CB05 galaxy rasters.A �nal registration was performed on the NGC4631 (CB05 58) observations during 
onstru
tion of the�nal image. One raster leg image was 
hosen as the �du
ial and the emission peak in ea
h of the otherimages was 
ompared to it to align the s
an legs. A 50�50 pixel (30000�30000) region en
ompassing thegalaxy was sele
ted from ea
h raster image, the emission 
entroid in that box was determined, and thedi�eren
e between the emission 
entroid for a given leg and the �du
ial leg was used as the o�set. We alsoperformed the 
ross-
orrelation between the images from the individual raster legs. The position o�sets fromthe 
ross-
orrelation were 
omparable to those produ
ed by the 
entroiding method. We believe that the
entroid o�sets are more reliable be
ause of the rather low signal-to-noise of the emission in the individualraster images.Results The areas 
overed and the number of sour
es dete
ted, in both the main, singleton, and lowreliability mini-
atalog for ea
h region are listed in Table 20. The astrometri
 un
ertainties for ea
h �nalimage are determined from the varian
e of the o�sets of the 
entroids of sour
es in the image and theirasso
iated astrometri
 sour
es.5 An Assessment of the MSX Point Sour
e Catalog Version 1.2Version 1.2 of the MSX Point Sour
e Catalog 
ontained 323,052 sour
es in the Gala
ti
 plane, whi
h is aboutthree times more than in the IRAS 
atalogs within the same region. The IRAS gap portion of the MSXPSC V1.2 
ontains 6,260 sour
es. Improvements in the extra
tion of 
andidate sour
es and determination ofthe 
uxes have rendered the MSX PSC V2.3, whi
h 
ontains 440,487 sour
es, more reliable, more 
omplete,with better photometri
 and astrometri
 a

ura
y than the previous version.5.1 Photometri
 A

ura
yCohen, Hammersley, and Egan (2000, hen
eforth CHE00) assessed the 
ux 
alibration of the MSX PSC V1.2by 
omparing the 
uxes for the stars in 
ommon with Version 4 of the Calibration Network and the PSC.Cohen et al. (1999) des
ribe Version 3 of the network while Cohen et al. (2001) used the MSX CelestialBa
kgrounds 
alibration experiments to assess the a

ura
y of that network. The results for the full CHE00sample are reprodu
ed in Table 21. Using the same set of network stars with restri
tive sele
tion 
riteria thatwe used to assess the 
alibration of the MSX PSC V2.3 in Se
tion 2.4.4, we �nd that V1.2 has 
alibrationbiases, whi
h are given in Table 22.CHE00 
on
luded that the PSC V1.2 
alibration was, generally, within the un
ertainties for Bands A,C, and D but that there may be systemati
 biases in the B bands and Band E. Our re-evaluation of theV1.2 
alibration 
on�rms CHE00s result for the entire 
alibration ensemble. However, we also �nd thatthe V1.2 results as a fun
tion of SNR show the same trends seen in the PSX 
ux data shown in Figures2 through 4. While the mean ratios of the PSC V1.2 
uxes to the 
alibration stars are �1, PSC V1.2 didsu�er from systemati
 biases in its 
ux 
alibration. Most notably, the 
uxes were underestimated at low(<10) signal-to-noise levels and, at SNR >10, the bias in
reased linearly with in
reasing SNR, although thebias did remain within the limits of the quoted 
ux un
ertainties for V1.2.
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Table 20: Mini-Catalog Areas and Sour
e Statisti
sArea No. Sour
es �RA(00) �De
(00) CommentsM31 99 2.43 1.63 DAOPHOT priorsNGC253 36 4.66 3.64 DAOPHOT priorsM33 52 2.82 3.83 O�set position 
orre
tion, DAOPHOT priorsNGC4631 5 5.00 5.00 O�set + 
entroiding, DAOPHOT priorsNGC4945 56 3.13 2.67 DAOPHOT priorsNGC5055 4 2.96 2.63 O�set position 
orre
tion, DAOPHOT priorsM83 52 3.19 2.46 DAOPHOT priorsM101 15 2.86 2.84 DAOPHOT priorsSMC 243 � � � � � � PSX PositionsPleiades 107 � � � � � � PSX PositionsS263 101 � � � � � � PSX PositionsG300.2�16.80 188 � � � � � � PSX PositionsHigh Lat. �elds 56 � � � � � � PSX PositionsS. GP �eld 39 � � � � � � PSX PositionsOrion 457 � � � � � � DAOPHOT priorsG159.6�18.5 172 � � � � � � PSX PositionsTaurus Cloud 28 � � � � � � PSX PositionsTable 21: PSC V1.2 Calibration Results from CHE00Band FPSC1:2=FCal � Fmin (W 
m�2) Fmax (W 
m�2) Nsour
esB1 0.922 0.019 1:60� 10�17 1:5� 10�15 40B2 0.947 0.016 1:67� 10�17 2:2� 10�15 45A 0.995 0.005 2:0� 10�18 4:1� 10�15 107C 0.991 0.006 2:8� 10�18 4:8� 10�16 55D 0.987 0.008 1:7� 10�18 2:9� 10�16 56E 1.069 0.025 1:3� 10�17 1:8� 10�16 15Table 22: PSC V1.2 Calibration Results Using the Restri
ted Calibration Star Set of PSC V2.3Band FPSC1:2=FCal � Fmin (W 
m�2) Fmax (W 
m�2) Nsour
esB1 0.891 0.116 3:06� 10�17 7:64� 10�16 31B2 0.896 0.102 5:01� 10�17 3:1� 10�15 37A 0.909 0.087 1:5� 10�18 5:36� 10�15 106C 1.007 0.088 2:83� 10�18 6:55� 10�16 59D 1.002 0.086 2:97� 10�18 4:09� 10�16 56E 1.085 0.071 9:78� 10�18 2:57� 10�16 2073



5.2 Astrometri
 A

ura
yThe PSC V1.2 used the original APL De�nitive Attitude Files (DAFs). While nominally a

urate to 20 �rad,the DAFs su�ered from o

asional ex
ursions of hundreds of mi
roradians when the star 
amera was a�e
tedby glints or lost lo
k under other problemati
 
onditions. Averaging multiple dete
tions of the sour
es inPSC V1.2 resulted in in-s
an and 
ross-s
an position un
ertainties of approximately 200. Comparison ofthe positions of sour
es in V1.2 with the astrometri
 positions for the 
orresponding sour
e in the MSX IRAstrometri
 Catalog (Egan and Pri
e 1996) showed that the quoted positional un
ertainties in the PSC V1.2agreed well with the measured errors: the deviations have an overall Gaussian distribution but with extendedwings. The extended wings indi
ated that some of the sour
es had larger than expe
ted errors, most likelydue to large DAF errors. Lumsden et al. (2002) also noted that some of the brightest sour
es were poorly
orrelated (>1000) with the known position. The large positional errors for very bright sour
es was likely
reated by a poor PSF �t to a saturated sour
e; the default CONVERT 5 pro
essing eliminated all dete
torvalues after saturation. For a small number of overlapping s
ans, two or more extremely bad DAFs (o� by200 �rad or �4000) 
onspired to give dupli
ate sour
es: one with an a

urate position, and another with anearby, dis
repant position. There are approximately �1000 of these \ghost" sour
es brighter than 0.5 Jyin Band A in PSC V1.2. They are primarily 
entered in the regions around (l; b) = (30Æ; 1:Æ5), (15Æ; 4:Æ0) and(315Æ; 3:Æ0), where the DAF solution failed, but other areas 
ontain a few dis
repant sour
es as well. ThePSC V2.3 was 
reated using DAFs with markedly improved positional a

ura
y, as des
ribed in Se
tion 4.2.The a

ura
ies 
ited in Table 18 are improved by more than 100 in-s
an and more than 0:005 
ross-s
an overthose 
ited for the same table in V1.2.5.3 Reliability and CompletenessTo provide the 
ommunity with a 
atalog as qui
kly as possible, we pro
essed the MSX data for V1.2 withthe CONVERT 5 software using the program-approved 
erti�ed pro
essing. Certi�ed pro
essing 
aggedand eliminated some of the data, su
h as the values from a dete
tor after it saturated, or all the data froman observation if the initial internal 
alibration sequen
e was missing. The default bad pixel mask was alsoused, whi
h 
onservatively eliminated all the \out-of-bounds" dete
tors in all gains states of both the mirror-�xed and mirror-s
anning modes. This mask \
agged" dete
tors that 
lustered in one or two lo
ations inthe bands, whi
h meant that the sensor 
ould miss dete
ting a star that transited that region. A tra
k wasnot kept of the lo
ations of these small \holes" in the 
overage. Finally, all sour
es in V1.2 had to lie in anarea s
anned at least twi
e. This eliminated the sour
es at jbj>4.5Æ (+4Æ in the outer Galaxy), and between3Æ < b < 4Æ in the outer Galaxy where a s
an was misprogrammed into the southern Gala
ti
 plane. Thus,not all the areas surveyed were in
luded in the 
atalog. The \holes" also redu
ed the maximum number ofobserving opportunities for a small number of sour
es but this was not a

ounted for in the in
lusion 
riteriafor the 
atalog. Be
ause these fa
tors a�e
t su
h a small area of the total surveyed, though, they had arelatively small a�e
t on the reliability and 
ompleteness of V1.2 of the 
atalog.One measure of 
atalog 
ompleteness is given by the maximum sour
e density extra
ted along the Gala
ti
plane. In Figure 45 we plot the number of sour
es per square degree along the Gala
ti
 equator from PSC V1.2(red) and V2.3 (bla
k). The revised 
andidate sour
e sele
tion 
riteria and the improved noise estimation inthe plane improved the �delity of the sour
e extra
tion in the inner Galaxy. Where V1.2 had an extra
tionlimit of �500 sour
es per square degree, V2.3 has more than 2,000 sour
es per square degree near the Gala
ti

enter, and typi
ally 1,000 sour
es per square degree within jlj < 30Æ. Problems in PSC V1.2 with regions oflower sour
e density were also mitigated, su
h as when the fainter of a stellar pair was missed be
ause it was74



Figure 45: Sour
e density between jbj < 0:Æ5 for PSC V2.3 (bla
k) and PSC V1.2 (red). Longitude bins are1 degree, therefore bin totals are sour
es per square degree.too 
lose to a brighter 
ompanion. The other di�eren
e seen in Figure 45 is that the 
ontents of the PSCV2.3 do not have spurious sour
es at the points where the CB04s and CB01s 
rossed the Gala
ti
 plane.A total of 36,673 sour
es from PSC V1.2 had no mat
hes with those in any of the PSC V2.3 sub
atalogs(in
luding the low reliability and singleton supplements to V2.3). Figure 46 shows the 
ux distribution ofthese sour
es in Band A. Approximately 90% of these sour
es had reported 
ux densities below 158 mJy.The sour
es brighter than 158 mJy that make up the linear portion of the sour
e 
ount distribution are the\ghost" sour
es 
reated by the bad DAF �les dis
ussed above.The six main V2.3 sub
atalogs 
ontain 276,277 sour
es that are mat
hed to sour
es in the PSC V1.2.The 
umulative sour
e 
ounts for these 
on�rmed PSC V1.2 sour
es are 
ompared to the sour
e 
ounts forea
h band from PSC V2.3 in Figure 47. The 
ounts show the enhan
ed 
atalog 
ompleteness in Bands B,C, D, and E due to the in
reased sensitivity gained by extra
ting 
uxes from the 
o-added images.The di�eren
e in quoted 
uxes due to the 
hanges in the 
alibration and 
ux extra
tion method betweenthe PSC V1.2 and V2.3 are shown in Figure 48. This �gure plots the ratio of V1.2 
ux to V2.3 
ux asa fun
tion of sour
e intensity for ea
h band. The e�e
t of the faint sour
e underestimation, due to theba
kground subtra
tion, 
an be seen in all bands as FV 1:2=FV 2:3 tails o� toward �0.7 at the low SNR values.In Bands B, C, D, and E, and to a lesser extent in A, we see that the ratio then rises to FV 1:2=FV 2:3 > 1:0for the very faintest sour
es. These sour
es are typi
ally V1.2 Qa = 1 sour
es, whi
h had upper limit 
uxvalues. The in
reased sensitivity a�orded by the image extra
tion in V2.3 has resulted in better photometryfor these sour
es, espe
ially in the longer wavelength bands.75
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Figure 46: Band A sour
e 
ounts for PSC V1.2 with no 
ounterpart in PSC V2.3.Table 23: V2.3 Sour
es with Saturation IssuesMSX Name Common Name A�e
ted BandsMSX6C G287.5966�00.6307 � Car ACDEMSX6C G008.3436�01.0024 VX Sgr AMSX6C G080.7981�01.9210 NML Cyg AMSX6C G333.6044�00.2120 IRAS 16183�4958 ACDEMSX6C G068.5387+03.2766 AFGL 2465 AMSX6C G086.5361+03.7670 V Cyg AMSX6C G047.0645�02.5406 IRC+10420 A6 Final Notes to the User6.1 Artifa
ts Near Bright Sour
esThe SPIRIT III fo
al plane su�ered from internal glints from the brightest IR sour
es, notably in the 
ross-s
an dire
tion. Typi
ally these are not point-like and should have been removed by the 
as
ade-average�ltering pro
ess. However, it is possible that these glints may 
ause spurious 
ompanions to very bright (�a few hundred Jy) sour
es. Other events, notably near � Car and NML Cyg, have been removed by hand inthe �nal 
atalog 
onstru
tion pro
ess. However, users of the 
atalog should 
he
k 
ataloged sour
es againstthe image data near any extremely bright sour
es.The seven sour
es whi
h had obvious saturation issues in their 
atalog entries are noted in Table 23.The a�e
ted bands have had the 
ux quality 
ag set to 1 - regardless of the value given in the SNRim andSNRPSX 
olumns. 76
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Figure 47: Cumulative sour
e 
ounts for 
on�rmed V1.2 sour
es (red) 
ompared to those in V2.3 (bla
k).
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Figure 48: FV 1:2=FV 2:3 vs. FV 2:3 for all MSX bands.
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6.2 Emission Ridge Line Sour
esThe Band A images show that within �1:Æ5 of the Gala
ti
 equator, the ba
kground is dominated by bright,highly stru
tured di�use emission. To the point sour
e extra
tor, knots in this emission may appear to bepoint-like. In some areas, notably the Cygnus region, we often see point sour
es in a line along a ridge ofemission. Whether there are a
tually embedded obje
ts in these knots is not known. In V2.3, most of theseappear in the low reliability �le, as the ba
kground and noise estimation for the image-based 
ux extra
tiontends drive SNRim lower than expe
ted based on SNRPSX .
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